
Multiple Mice Tracking using a Combination of Particle Filter and K-Means
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Abstract

This paper presents a new approach to multiple objects
tracking that combines particle filters and k-means. The ap-
proach has been tested under an important real world sit-
uation, related to pharmacological development, which has
also proved to serve as an interesting ground-truth dataset
provider for the evaluation of tracking algorithms. The
obtained results are then compared to other models. The
promising results of these experiments are presented.

1 Introduction

Tracking multiple objects is an essential task in many
computer vision applications, such as tracking multiple an-
imals to automate experiments with animals of laboratory
[3], social insect tracking application [9, 11], monitoring
people for tracking players [14] and identification of 3-d
human motion [4]. Basically, tracking multiple objects con-
sists in determining which and how many objects in the
scene will be tracked and then locating each one of them
in consecutive frames. This task receives a special attention
in computer vision; however, it is still an open and chal-
lenging problem due to the variation in the conditions of
lighting, presence of noise and potentially ambiguous con-
ditions, such as occlusion of multiple similar objects.

A variety of algorithms for tracking multiple objects has
been proposed. Many of them are based on predictive fil-
ters, in order to achieve robustness to occlusion and real
time performance. Predictive filters use a stochastic model

of the tracked objects dynamics in order to propagate the
state of the system, from frame to frame. The predicted
state is combined with information derived from an obser-
vation model, to estimate the current state of the system [6].

Computer vision has been used to automate scientific
experiments in laboratory to test new medicines on mice.
Noldus et al [17] describes how video-based tracking al-
lows researchers to study the animal behaviour in a reliable
and consistent way for a long period of time. The researcher
is interested in how the behaviour patterns change during
exposure to pharmacological agents. In general, these ac-
tivities are applied to large scale, using multiple doses and
different animals, in order to ensure reliable statistics.

Tracking multiple mice is an interesting task because
mice are deformable and, in some cases, indistinguishable
objects. The animal behaviour along these experiments may
be recorded, automatically or semi-automatically, in video.
During the experiment, the researcher observes the animal
and records information about actions related to specific be-
haviour of interest. Video-based tracking can aggregate au-
tomatic pattern recognition, applied to the captured images,
to extract measurements from animal behaviour.

In particular, for measuring motion behaviour (e.g. track
length, velocity, acceleration), unusual movements that hap-
pen after long periods of inactivity and the ones that occur
during many hours or days (daily behaviour analysis, for ex-
ample), video-based tracking is appropriated once a human
observer is unable to perform these tasks efficiently [17].
In addition, automatic tracking does not suffer from fatigue
or distraction and this approach eliminates the subjectivity
when various observers classify the same action performed



by the animal.
In this paper, we propose an efficient approach based

on particle filter and k-means to track multiple objects,
which has been applied to the problem of mice tracking
during pharmacological experiments. The paper presents
a dynamic model, inspired in the random walk [1] motion
model. The observation model was based on blobs of the
segmented image. In order to deal with situations where
mice are in contact or partial occlusions occur the k-means
algorithm [7, 10] is used. The tracker was analyzed using
image shots in situations where the mice are with and with-
out contact among themselves. The particle filter perfor-
mance was compared to that of human specialists, in the
open-field experiment. This experiment proved to be an in-
teresting way to compare tracking algorithms, as it provides
ground truth data related to the mice spatial position over
a five minutes observation section. Our proposal demon-
strated to be robust and efficient, when compared to human
performance.

The paper is organized as follows. Section 2 presents re-
lated work that applies the particle filter to multiple objects
tracking. Section 3 briefly reviews particle filters. In Sec-
tion 4 the dynamics model used in this work is explained.
Section 5 explains how the k-means algorithm was applied
to the observation model. The experiments performed and
the results of the particle filter applied to mice tracking are
described in the Section 6. Finally, the conclusion and fu-
ture work are discussed.

2 Previous Work

Particle filter has been extensively used in tracking mul-
tiple objects [8, 12]. In this context, the particle filter pro-
vides the development of robust tools for tracking because
this technique is not limited to linear systems and does not
require Gaussian noise, as it happens with the Kalman filter
in its basic formulation. The particle filter usually employs
visual (e.g. color, texture), geometric (e.g. contours, shape)
and motion features for tracking many objects [12, 14, 8].

In [12] a robust framework for tracking rigid and non-
rigid objects was developed. The particle filter implementa-
tion was based on visual and geometric features. The frame-
work was evaluated in two experiments, a book boundary
tracking and a moving leave, in situations that other algo-
rithms may fail.

Branson and Belongie [3] propose an algorithm for
tracking the contours of multiple mice. The experiments
used frames captured from a side view of the cage where the
mice are inserted and stay in constant occlusion. Their algo-
rithm that combines multiple blob detection and a contour
tracker demonstrates an acceptable performance, mainly in
occlusion. In [11], a particle filter tracker is applied to track
fishes. This system is capable of tracking a quantity of fish

modeled as ellipses that may vary over time. Tracking is
based on the multitarget likelihood function and a set with
2000 particles. The tracker showed good performance in
real world situations, obtaining correct classification rate of
81%.

A feature commonly explored in particle filters is the ob-
ject colour. In [13] the colour distribution is integrated with
the particle filter and takes place in the observation model,
providing rotation and scale invariance and robustness to
partial occlusion. The implemented algorithm is compared
with mean shift algorithm. Many new extensions for the
particle filter are being developed, as in [16], who proposed
a new algorithm called mean shift embedded particle filter.
This new extension takes advantages of both algorithms:
particle filter and mean shift. Shan, Wei and Ojardias ap-
plied the new extension to hand tracking. The hand track-
ing problem has also been used in [2] to validate a new ap-
proach to handle very high dimensional search spaces that,
in the basic approach, would require a prohibitive number
of particles to be appropriately modeled.

3 Particle Filter

Various algorithms for tracking multiple objects present
some important limitations, like considering that random
variables are Gaussians and the dynamics and observation
model are linear. In some applications, the linearity restric-
tion does not apply and the algorithms cannot estimate, cor-
rectly, the object states over time. A possible approach for
dealing with this limitation is to employ a non parametric
representation based on samples or particles.

In the particle filter framework, the state of the system,
in time k, is usually represented as a multidimensional vari-
able ~xk (the particle or sample), with an associated weight
ωk. The particle filter performs three steps: prediction, up-
dating and resampling. In the prediction step, the dynamics
model f is applied to each particle:

~xk = f(~xk−1) + ~rk−1, (1)

where ~rk−1 models the prediction noise.
After prediction, an observation model is used:

~yk = h(~xk) + ~vk, (2)

where h(~xk) is the function that extracts indirect measure
of the system and ~vk represents the noise associated with
the observation model.

In computer vision, this step is usually associated with
a segmentation and feature extraction module. The obser-
vation is then used to update the current state of the sys-
tem. It means to update the particle weight ωk. The central
idea consists in giving higher weights for particles that are
closer to what was observed. In this article, the weight is



calculated using the Euclidean distance from the predicted
to observed particle. It is assumed that particles with higher
weight are more important for the distribution and better
represent the system state.

A common problem with particle filter is that after some
iteration the weights of most particles are very small, al-
most negligible. In order to eliminate particles which have
light weights and to concentrate on particles with heavy
weights, the final step, resampling method, is used. In the
resampling, each particle is mapped in an interval [0, 1]. A
number s is randomly chosen from a uniform distribution.
Finally, the particles that correspond to the interval s are
propagated to the next iteration. Heavier weight particles fit
in a larger interval, raising their chance to survive for next
interaction. For optimization, the resampling step may be
performed just when a significant number of particles has
its weight below a certain threshold [15].

After the resampling process, the filter provides a set
of particles that represents the possible state of the system.
Different strategies may be used to extract useful informa-
tion from this set of particles [15]. In this work, the heaviest
weight particle is chosen as the best representation of the
system state.

4 Dynamics Model

To obtain a robust particle filter, it is absolutely impor-
tant to model the dynamic behaviour of the objects in the
system. The mouse movement can be fit by random walk
models that are probabilistic discrete step models that in-
volve strong simplifications of a real mouse movement. It
consists of a discrete series of displacement events sepa-
rated by reorientation events [1].

The dynamics model inspired by random walk motion
characterizes a random motion and can be described as:

f(~xk) = ~xk−1 + ~r(σ) ∗ ~V (3)

where ~r(σ) is randomly generated through a Gaussian num-
ber generator with standard deviation σ and V is the veloc-
ity of the object.

This model is interesting for objects that do not possess a
standard movement, as the mice. However, the parameters
chosen should represent the dynamics of the object, as the
velocity. These parameters should be carefully chosen once
a high or low velocity can diminish the performance of the
particle filter.

5 Observation Model

To extract information about the problem in real world it
is necessary an observation model. This model extracts the
present state of the system based on colors, contours and

Figure 1. Steps of the K-means observation.

on the center of mass, in most cases. For our problem, the
observation model uses the blobs of the segmented image
to infer the center of mass and the other parameters of an
ellipse that approximates the mice contour. This inference
is easily carried out using an observation model based on
blobs when the objects have no contact among themselves.
The main problem for extracting the present system state is
the constant contact between mice, as it is shown in Figure
1.

A solution is the use of the standard k-means algorithm
[7, 10] to infer the parameters of the n objects in scene. To
reduce the processing cost, the center of each object is ini-
tialized with its position in the previous frame. Each pixel
marked as foreground, in the segmented image, is attributed
to the closest center using the Euclidean distance from that
pixel position to each center. Figure 1 shows an example of
a segmented image.

After the attribution step, the center of each pixel group
is re-calculated using the mean of the pixels positions. The
attribution and the calculation step are repeated until it does
not have a significant change, τ , between the current cen-
ter and the previous one. In this application, five iterations
are necessary, on average, and 0.1 was experimentally used
for τ . The parameters of the ellipse are extracted using the
pixels attributed to the center of each group.

6 Experimental Results

For the experiments carried out with the particle filter,
the state of the system has been treated as a multidimen-
sional variable ~xk = [x y me mi θ], that represents each ob-
ject as an ellipse, i.e., x and y are center point, me and mi

are major and minor axis, respectively, and θ is inclination
angle. The problem to be investigated is to track four mice
in an experiment called open field [5]. This experiment is
carried out in a cylindrical arena with acrylic walls with ap-
proximately 30 cm of height. The arena of the experiment is
divided in twelve regions with the same area. The overhead
view of the experiment with the twelve regions is shown in
Figure 2. Each mouse has been associated with a different
particle filter, all sharing the same observation and dynamic
model.



Figure 2. Regions used in the experiments
with mice.

In order to evaluate the efficiency of the implemented
particle filter a methodology based on regions is used. This
methodology is the same used by human specialists when
an automated system is not available. It associates a region
to each mouse, in accordance to a visual approximation of
its center of mass. The region supplied by tracking algo-
rithm is compared to the ground truth region, thus provid-
ing a correct classification rate. A special situation occurs
in images where the manual marking is not clearly found,
i.e., situations in that the mouse is in a border region and
the specialist is not certain about which region the mouse is
found. In this situations the correct classification is desig-
nated when the region returned by the particle filter and by
the manual marking are frontiers regions and the difference
between the centers of mass is around a threshold. In this
study, the threshold used was the size of major axis of the
ellipse that represents the mouse.

In our experiment, image shots, taken from a camera
placed over the open field, have been used. Shots where the
mice are in contact and in partial occlusion have been cho-
sen. This image shots have been extracted using recorded
videos from a digital camera Canon Powershot A80, with
resolution of 320 x 240 pixels. Later, the frames have
been segmented using background subtraction. All the tests
have been performed using a computer with a processor P4
2.8GHz, 512MB of memory RAM and operational system
Fedora Core 5.

The experiments were carried out with variations in the
parameters of the filter. For the random walk model, the
parameters tested were the standard deviation σ and the ve-
locity in the X and Y direction. For the observation model,
the tested parameters were a model based on blobs, a model
based in the k-means algorithm and a combination of the
previous models. The filter was evaluated in 54 images in

Figure 3. Particles Number versus Correct
Classification for Mice without Contact.

Figure 4. Example of mice without contact.

wich 4 mice move separately, that is with no contact and
96 images in wich mice move as a cluster, in contact with
others.

The results are presented in Figures 3, 5 and 6. In Figure
3, the graphic presents the changing in correct classifica-
tion rate as the number of particles grows for images shots
where the mice are not in contact. Only the mean result
for parameters configuration is plotted. Both models, blobs
and k-means, present classification rate above 97%, with
just 100 particles. The graphic shows that the observation
models based on blobs and k-means possess practically the
same good performance when the mice move with no con-
tact with others (example in Figure 4).

The relation of the growth in the number of particles to
the runtime is presented in Figure 5. The observation model
based on blobs has been faster in relation to the model based
on k-means, but both presented a constant runtime after 700
particles. Due to the high runtime of the k-means model in
Figure 5 and the equality in correct classification rate be-
tween the two models in situations where the mice move
separately in Figure 3, experiments with a combination be-
tween the models were carried out. That combination was
carried out in the following way, when the image does not



Figure 5. Particle Number versus Runtime.

have mice interaction the observation based on blobs is uti-
lized and when the image contains mice in contact the ob-
servation based on k-means is used. The system recognizes
mice interaction when the quantity of blobs in the image is
less than the quantity of mice tracked. That combination
reduces runtime, shown in the Figure 5, and maintain the
correct classification rate (Figure 6).

In Figure 6, the graphic presents the result for images
shots with mice moving as a cluster. Tracking a cluster of
mice, as illustrated in the Figure 7, is a difficult task, also
for humans. For contact, the observation model based on
blobs does not achieve a good performance. However, the
model based on k-means and in the combination between
the models resolve the problem, achieving great results.
The model based on k-means with 400 particles achieved a
mean of 95% accurate classification. In contrast to the first
model, the model based on combination between k-means
and blobs achieved a mean of 96% accurate classification.
Although both techniques present similar correct classifi-
cation rate, the combination of k-means and blobs outper-
formed the k-means, once it obtained a faster runtime (see
Figure 5).

In Figure 8 it is shown the tracking results for three mice
in a sequence of images where mice start moving separately,
then they cluster together and afterwards they split again.
For each situation it is presented the particles and the el-
lipse representing the mice. It is worth noting that even in
the clustering situation presented the combination of parti-
cle filter and k-means, as proposed in this article, obtained
accurate tracking results.

7 Conclusion and Future Work

This article showed an implementation of particle fil-
ter applied to the tracking of multiple mice in the open
field experiment. Experiments have shown that an obser-
vation model based on the combination between k-means

Figure 6. Particle Number versus Correct
Classification for Mice in Contact.

Figure 7. Example of mice in contact.

and blobs can lead to more accurate classification rates than
a model based only on blobs or k-means, without a great
penalty in processing time. The use of k-means during the
observation phase of the filter showed to be important for
partial occlusion robustness. However, when mice move
separately, the results are basically equal. The use of stan-
dard k-means has the drawback that it cannot separate clus-
ters that are non-linearly separable in input space. However,
the typical mice clustering situations, as illustrated in Fig-
ures 1 and 8, are linearly separable. The problem of optimal
locality, associated with the standard k-means formulation,
can be handled using good initial values. In the experiments
discussed in this paper, the use of previous estimated posi-
tions of the mice, as an initial guess, has proven to be a good
choice.

The main contributions of this article are the use of the k-
means algorithm in the observation model of a particle filter
and the comparison of different observation models. For fu-
ture research, it would be interesting to include information
related to the contour of the mice in the state model, and
to use variable velocity in the dynamic model, calculated
using optical flow techniques, for instance. It is also im-



Figure 8. Example tracking three mice with
1000 particles.

portant to expand the tests using a larger amount of images,
with different kind of animals and environments.
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