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Abstract—Automatic and semi-automatic radiological image
segmentation can help physicians in the processing of real-world
medical data for several tasks such as detection/diagnosis of
diseases and surgery planning. Current segmentation methods
based on neural networks are highly data-driven, often requiring
hundreds of laborious annotations to properly converge. The gen-
eralization capabilities of traditional supervised deep learning are
also limited by the insufficient variability present in the training
dataset. One very proliferous research field that aims to alleviate
this dependence on large numbers of labeled data is Meta-
Learning. Meta-Learning aims to improve the generalization
capabilities of traditional supervised learning by training models
to learn in a label efficient manner. In this tutorial we present an
overview of the literature and proposed ways of merging this body
of knowledge with deep segmentation architectures to produce
highly adaptable multi-task meta-models for few-shot weakly-
supervised semantic segmentation. We introduce a taxonomy to
categorize Meta-Learning methods for both classification and
segmentation, while also discussing how to adapt potentially any
few-shot meta-learner to a weakly-supervised segmentation task.

Index Terms—meta-learning, few-shot learning, semantic seg-
mentation, medical imaging, domain generalization

I. INTRODUCTION

One of the most common and useful tasks in medical
imaging is the segmentation of organs of interest or abnor-
malities such as tumors, nodules or fractures [24]. Automatic
segmentation models can help in the detection of a myriad of
illnesses, in prognosis/triage, and in the planning of surgery
and medical treatment. This is further accentuated when the
images are not flat 2D projections of the body (e.g. chest X-
rays, mammograms or dental X-rays), but instead 3D data as in
Computed Tomography (CT) and Magnetic Resonance (MR)
volumes, or even 4D data as in functional Magnetic Resonance
Imaging (fMRI). When dealing with high-dimensional data,
a physician must visualize one slice at a time in a monitor,
posing additional difficulties related to the spatial context and
inter-slice coherence of annotations. The process of manually
annotating in a voxelwise fashion one single medical volume
can take hours, depending on the resolution of the image and
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Fig. 1: Multi-task episodic training of ML algorithms for few-
shot weakly-supervised segmentation in radiology. Multiple
datasets D1,D2, . . .D3 are leveraged to train through a loss
function L a model ϕ capable of generalizing to a target out-
of-distribution domain F through its support set Fsup.

the number of structures of interest, considerably slowing the
analysis of such data.

Current state-of-the-art methods for medical image un-
derstanding rely mostly on Deep Neural Networks (DNNs)
[15], [22]; however, Deep Learning methods for visual under-
standing [30], [38] are highly data-driven. While there is a
plethora of large-scale RGB image datasets such as ImageNet
[7], MS COCO [27] or Pascal VOC [9], multiple specific
RGB domains (e.g. structural engineering, fine-grained animal
classification or biometric applications) still lack large-scale
datasets due to their intrinsically small-data characteristics. In
medical imaging, apart from a few domains as mammography
[32], [43] and chest X-rays [2], [51], ethical and privacy
considerations hamper the compilation of truly large-scale
public domain biomedical image datasets. Therefore, learning
with a constrained amount of data is a highly sought after
feature of modern visual understanding methods. To allevi-
ate this problem, often called Few-Shot Learning (FSL), at
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Fig. 2: Proposed deep ML taxonomy for image classification and segmentation. Three main branches are directly linked to deep
ML: optimization- [10], [25], [33], [36], metric- [13], [41], [49] and fusion-based [1], [23], [37] strategies. Optimization-based
techniques rely either on first- or second-order gradients. A non-exhaustive list of methods for each subfamily of ML methods
is presented in green.

least three distinct bodies of knowledge emerged during the
last decade: Domain Adaptation (DA) [50], Self-Supervised
Learning (SSL) [21] and Meta-Learning (ML) [19].

DA leverage the knowledge obtained from related domains
in order to ease the learning of a target task, usually by
means of moment matching objectives [8], [44] or generative
modeling [18], [34], [35]. SSL has achieved very promising
performances in unsupervised pretraining during the last years,
mainly when coupled with contrastive losses [4]–[6], [16].
Models pretrained with Contrastive SSL on ImageNet [7] have
yielded state-of-the-art performances in other traditional visual
tasks as object detection and semantic segmentation [4], [6] of
RGB images, while the first SSL models pretrained on medical
data [14], [42], [48] have gained attention.

In contrast to DA and SSL, ML encourages models to
achieve good few-shot performance by explicitly enforcing
a meta-model ϕ to have the ability of learning to learn
rapidly from other datasets in related image domains. While
shallow meta-knowledge extraction traditionally was achieved
by combining shallow learning algorithms [45], [46] or se-
lecting the best learner to a certain task [40] starting from
handcrafted features, deep ML is achieved by training end-
to-end Neural Networks in an episodic fashion [19], [20].
Deep ML has been adapted to classification, regression and
even reinforcement learning [10], [11], [25], evidencing its
versatility. Meta-Learning, similarly to DA, is capable of
leveraging knowledge from related tasks in order to achieve
good few-shot performances. However, instead of relying on
generative models or moment matching, ML traditionally uses
second order optimization [10], [25], [36], similarity learning
[41] or fusion [1], [23], [47]. More recently, ML has been
adapted to the task of semantic segmentation from few-shot
weakly-annotated samples [12], [13], [28], [37], [49]. In this
work we will focus on deep Meta-Learning methods trained

in a episodic multi-task fashion as an alternative to achieve
Few-Shot Weakly-Supervised (FSWS) segmentation tasks in
radiology, as depicted in Figure 1.

The following sections of this manuscript are described as
follows. Section II presents our proposed taxonomy for char-
acterizing ML methods into three distinct paradigms: gradient-
based, similarity-based and fusion-based. Section III describes
a general pipeline for each family of methods for few-shot
image classification in the taxonomy, showing examples of
ML strategies in each category, as well as their similari-
ties/peculiarities. We describe the same three paradigms of
ML methods for FSWS segmentation in Section IV, also
generalizing how few-shot image classification methods in
each clade of our taxonomy can be ported to conduct weakly-
supervised segmentation. At last, we present our final remarks,
conclusion and possible future research directions in ML in
Section V.

II. TAXONOMY

The simpler supervised learning problem definition tries to
find the most likely set of parameters θ for a certain train-
ing dataset D = {(x(1),y(1)), (x(2),y(2)), . . . , (x(k),y(k))},
where x(i) is a data sample (e.g. an image) and y(i) the
associated decision (e.g. reference segmentation, class...), so
that a function fθ(xnew) yields accurate predictions ŷnew ∼
ynew for novel unseen data points. The training of DNNs
is highly data-driven, with the optimization computed by
minimizing an objective function L(ŷ(i),y(i)) for a sample
(x(i),y(i)) ∈ D – or, more realistically, a batch of samples –
in successive iterations. L is a loss function suited to the task
at hand (e.g. Cross Entropy for classification/segmentation,
L1 for regression/reconstruction, etc.). Supervised learning is,
therefore, highly dependent on the variability present in D,
often failing to generalize to even small domain shifts in
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Fig. 3: Few-shot target digit classification scenario with meta-learners for few-shot classification of armorial digits [3]. Gradient-
based ML algorithms (a) adapt ϕ and h during episodic training to better fit the target task τ⋆ by adapting a temporary pair
ϕ⋆ and h⋆ and backpropagating through the gradients to update the meta-model (ϕ) and meta-head (h). In contrast to that,
metric-based methods (b) maintain the same encoding ϕ function from the support to the query set, instead performing multi-
task learning through the similarity embedding space esup, which is reused for the query set. At last, fusion-based strategies
(c) also reuse the same ϕ for the support and query sets, while “guiding” the head h to predict the correct classes via the
support features f .

the distribution of novel samples (e.g. different acquisition
equipment, acquisition parameters, samples in the tail of the
distribution, etc.).

In this context, deep ML is an emerging research field
that investigates highly generalizable algorithms for few-shot
learning, improving on traditional supervised learning. There
are at least five bodies of knowledge that serve as theoretical
background for Meta-Learning algorithms: 1) early black-
box approaches – also known as model-based ML – that
output the parameters of a neural network specialized for
target tasks [31], [39]; 2) metric-learning for similarity-based
learning-to-learn in a highly efficient manner [41]; 3) the
highly successful gradient-based ML paradigm [10], [36]; 4)
data fusion approaches [1], [23], [37], [47] that “guide” the
learning on the query set through the support features; and
5) the yet underdeveloped Bayesian methods [11]. Model-
based approaches [31], [39] are often employed in highly
specific settings, while bayesian approaches are still in their
infancy; hence, in this proposal we will focus on gradient-
, similarity- and fusion-based meta-learners, as depicted in
Figure 2. Additionally, gradient-based methods can be divided
according to their training strategies based on either first- or
second-order optimization.

III. META-LEARNING FOR CLASSIFICATION

In a Meta-Learning setting, a task τi = {Dsup
τi ,Dqry

τi } is
defined by two sets of data points Dsup

τi and Dqry
τi . Similarly

to supervised learning, each one of these sets is comprised of
image/label pairs (xτi ,yτi). Most Meta-Learning algorithms
can be conceptually described as having two nested loops:
an outer and an inner loop. In the inner loop the model is
trained to adapt to a task Ti sampled from a distribution of
tasks p(T ), while the cumulative error of the tasks is used to
pretrain the model in the outer loop. In other words, during

an iteration of the inner loop, temporary parameters θ∗τi are
computed using the support set (Dsup

τi ) of each individual task,
while the query set (Dqry

τi ) is used to evaluate the performance
of the model in novel data, enforcing generalization in each
individual task. The base model θ, however, is only updated at
the end of the iteration, considering the gradients computed in
all inner loops, enforcing generalization across tasks. The same
formulation applies to optimization-based [10], [36], metric-
based [41], and fusion-based [1], [23], [47] algorithms, as
shown in Figures 3a, 3b and 3c, respectively.

All aforementioned methods employ ML for few-shot im-
age classification, not delving into FSWS segmentation on
their initial experiments, although some recent works have
explored this application of Meta-Learning [12], [13], [37],
[49]. In Section IV we generalize the definition of meta-
segmentation beyond these few proposed methods to adapt
generic optimization-, metric- and fusion-based meta-learners
originally designed for image classification to FSWS segmen-
tation in medical imaging.

IV. META-LEARNING FOR IMAGE SEGMENTATION

Weakly-supervised Segmentation Learning (WeaSeL) [12]
works toward the task of FSWS segmentation in medical
imaging by adapting on MAML [10] for dense-labeling,
with some additional properties that render it suitable for
weak annotations. More specifically, instead of the simple
Cross-Entropy loss used as default by the original MAML, a
Selective Cross-Entropy was employed in WeaSeL in order to
account for pixels with unknown labels. Additionally, during
meta-training Dsup

τi sets used in the inner loop optimization
steps of the temporary models θ∗i are composed of the weakly-
annotated masks instead of the dense ones, while Dqry

τi – used
to directly optimize θ – is trained using the dense labels of the
query set. This encourages the algorithm to predict the correct
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Fig. 4: Meta-Learning procedures for WeaSeL [12] (a), ProtoSeg [13] (b) and Guided Nets [37] in FSWS segmentation tasks.
Adapted from Gama et al. [12], [13] and Rakelly et al. [37].
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Fig. 5: Images, ground truths, and 5 weakly-annotated label modalities employed in both training and testing of FSWS
segmentation meta-learners for two medical segmentation tasks: heart and lower mandible. Adapted from Gama et al. [13].

dense masks according to the sparse ones on a novel FSWS
task F . This idea can be ported to other gradient-based meta-
learners, such as MetaSGD [25], ANIL [36], or Reptile [33] by
simply replacing the first- or second-order ML algorithm used
to train meta-model ϕ and meta-head h in an episodic fashion.
A depiction of the meta-training phase of an optimization-
based FSWS meta-learner can be seen in Figure 4a.

Aiming to adapt the metric-learning paradigm of ML al-

gorithms, ProtoSeg [13] and PANets [49] adapt ProtoNets
[41] to FSWS segmentation. During the meta-training phase,
ProtoSeg minimizes the distances (e.g. euclidean, cosine or
both) between the embedding representations fϕ(Dsup

τi ) and
fϕ(Dqry

τi ) for positive (foreground) and negative (background)
classes. These embeddings are used to generate the prototyp-
ical representations of the positive and negative classes by
averaging the embeddings across all labeled pixels. As shown



in Figure 4b, the computation of the prototypes for a certain
class is similar to a masked average pooling considering only
the pixels annotated as said class. For the testing phase on a
target few-shot dataset F , each pixel in the query set (Fqry) is
forwarded through fϕ and yields an embedded representation
that can be compared to the prototypes computed on the
support (Fsup). Distances between each embedded query pixel
and the prototypes are treated as logits for Fqry. The ProtoSeg
pipeline can be used for any choice of encoder ϕ (e.g. any
FCN backbone [29], U-Nets [38], etc), distance metric (e.g.
euclidean, cosine, manhattan, etc) or supervised classification
loss based on logits (e.g. cross-entropy, dice, focal, etc).

Similarly to ProtoSeg, PANets [49] employ prototypes using
a masked average pooling in the features extracted from
support sets.For a distance function, they opted to use the
cosine distance, instead of the euclidean distance metric. The
main addition introduced by PANets was the proposal of
a Prototype Alignment Regularization loss (LPAR) to more
efficiently leverage both support and query labels in the meta-
training phase. The idea is that during training, in addition to
computing the cost of segmenting the query images based on
the distance to the support prototypes, they also compute the
cost of segmenting the support images using query prototypes,
i.e. prototypes constructed from query extracted features. This
idea was observed to considerably and reliably improve the
performance of metric-based FSWS segmentation ML algo-
rithms [49], possibly being adapted to any similarity-based
FSWS method.

The meta-dataset D used for WeaSeL and ProtoSeg was
composed of multiple chest, dental and mammographic X-
ray datasets, totaling 13 distinct segmentation tasks. Both
WeaSeL and ProtoSeg are designed to be agnostic to the
weak annotation style and density, albeit with differing label
efficiencies observed per labeling configuration [12], [13]. This
is accomplished by randomly sampling the sparse annotation
style of the simulated weakly-annotated masks along with the
task τi ∼ p(T ) in each inner loop for Dsup

τi . The annotation
styles used by Gama et al. can be seen in Figure 5, however
we highlight that this is a non-exhaustive list of annotation
modalities that can be further explored in future research. More
details regarding the procedure can be seen in Gama et al. [13].

Guided Nets [37] are one of the most simple fusion-based
method for FSWS segmentation. This method uses a single
feature extractor ϕ that computes the features of support and
query images and an additional embedding network m for
the support masks. Support features are merged with mask
embeddings via a function ⊗ – usually a simple multiplication
– afterwards being collapsed to a 1D vector fsup through
averaging. fsup is tiled in order to equal the spacial dimensions
of the query features fqry. Then another function ⊕ (i.e.
concatenation, addition or multiplication) is applied to merge
fsup and fqry, resulting in ffus. The fused tensor ffus is then
further processed by a segmentation head h, producing the
final segmentation prediction ŷqry for the query. Guided Nets
originally relied heavily on ImageNet pretraining [7], which
limited their scope to RGB images. More recently, Gama et al.

[13] adapted Guided Nets to be pretrained directly on the target
domain, allowing for a greater domain versatility whenever a
labeled meta-dataset can be gathered from public sources.

Following the schema presented in Figure 4c, a whole
family of fusion-based meta-learners can be implemented,
including methods traditionally proposed for classification,
such as MetaOptNet [23] and R2D2 [1]. The general nature
of that pipeline allows for multiple distinct mask embedding
functions m, and fusing functions ⊗ and ⊕ to be used for
FSWS segmentation.

V. CONCLUSION

In this tutorial we introduced a novel taxonomy for cate-
gorizing ML algorithms for few-shot image classification [1],
[10], [23], [25], [33], [36], [41], [47] and FSWS segmentation
[12], [12], [37], [49]. We present an overview of gradient-
, metric- and fusion-based algorithms for image recognition,
while also describing the rationale behind each ML paradigm.
At last, this work discussed how each ML paradigm could
be/has been ported to FSWS segmentation. We generalize the
concept of FSWS using ML to potentially adapt any standard
few-shot image classification meta-learner to dense labeling,
instead of relying on the very few works previously published
proposing to solve this particular task.

One major limitation of the approaches discussed in this
work is that all ML algorithms – for both classification and
FSWS segmentation – require multiple annotated datasets
related to the target domain/task. This is a major hamper
to domains outside of radiology, such as multi/hiperspectral
remote sensing images, histopathology, biometric data, video
segmentation and temporal signal analysis, which might not
have related labeled tasks to be used in the meta-training
phase. In those cases, SSL and Unsupervised/Semi-Supervised
DA might be better alternatives to achieve few-shot learning
on small-data tasks. Future works coupling meta-learners with
SSL might be an alternative to mitigate the dependence on
annotated data for meta-training. Apart from the application to
other imaging domains, future directions for FSWS segmen-
tation might include the use of more efficient segmentation
architectures [17], other selective segmentation losses [26],
[30] and interactive image segmentation using ML.
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