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Abstract—Structured lighting (SL) image processing relies on
the generation of known illumination patterns synchronized with
the camera frame rate and is commonly implemented using
syncing capable cameras. In general, such cameras employ global
shutters, that exposes the whole frame at once. However, most
modern digital cameras use rolling shutters, which expose each
line at different intervals, impairing most structured lighting
applications. In this paper we introduce an asynchronous SL
technique that can be used by any rolling shutter digital camera.
While the use of stroboscopic illumination partially solves for the
line exposure shift, the phase difference between the camera and
lighting clocks results in stripe artifacts that move vertically in
the video stream. These stripes are detected and tracked using
a Kalman filter. Two asynchronous stroboscopic SL methods
are proposed. The first method, image differencing, minimizes
the stripe artifacts. The second method, image compositing,
completely removes the artifacts. We demonstrate the use of the
asynchronous differential lighting technique in a pupil detector
using a low-cost high-speed camera with no synchronization
means, with the lighting running independently at a higher,
unknown frequency to the application.

I. INTRODUCTION

Video synchronization is required by a large range of
applications, from stereo matching [1] to the study of animal
behavior [2]. Synchronization is commonly achieved using
specialized hardware [1], or by the introduction of special
methods to process image features [3], or both [2], [4].

Typically, the role of synchronization is to allow controlled
scene exposure and/or illumination such that the output follows
an expected pattern. This is the case for differential lighting
(DL), which demands that two consecutive frames be lit by
sources at distinct spatial positions [5], [6]. This is also the
case for time-multiplexed surface model acquisition systems,
which encode pixels by illuminating the scene with different
patterns over time [7], [8].

Structured lighting (SL) applications rely on cameras with
explicit synchronization input and/or output that are typically
more expensive than cameras that do not provide any synchro-
nization means. Figure 1 shows a block diagram of a typical
system. A solution presented in [9] synchronizes low-cost
cameras and illuminators based on the dynamic estimation of
the camera sensor exposure and number of lines. The solution
exploits artifacts in the captured images lit by very short pulses
of light. However, an important issue of the technique is the
requirement of an external electronic circuit to allow the host
computer to dynamically control the light triggering.
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Fig. 1. Traditional setup of a structured lighting system. The frame synchro-
nization data is used to trigger the lighting at the right instant, resulting in
frames with predictable illumination patterns.

In this paper we introduce a method that predicts the arti-
facts produced in a rolling shutter camera lit by stroboscopic
SL at frequencies close to the camera but not synchronized.
No control over the illumination is assumed, simplifying both
the hardware and the software. The illumination is completely
decoupled from the computer system. Our software, instead of
working to obtain images with a particular illumination, just
keeps track of the artifacts produced in the images.

To use asynchronous lighting we developed a novel method
to estimate how much the camera frequency diverges from the
lighting frequency by accurately tracking image artifacts cre-
ated by the lighting and rolling shutter lack of synchronization.

We focus on applications that exploit SL and might benefit
from using cameras with no synchronization means. The state-
of-the-art is based on specialized hardware [1], [10], still
photography [11], and more recently, on software synchro-
nization solutions [9]. Our method has great potential to be
applied in pervasive and ubiquitous applications as it makes
it possible to apply SL as if true synchronization is present.
Additionally, by decoupling the illumination from the camera,
simpler triggering circuits can be readily made from analog
components, such as RC oscillators.

The rest of the paper is organized as follows. The next
section describes the camera model associated with a non-
synchronized high speed lighting source and its implications
to the images produced. We also present two different ways
of dealing with dual illuminated frames. Section III describes
an implementation of the technique, followed by Section IV,
that presents experimental results using a low-cost high-speed
camera, including a practical application. Finally, Section V
presents a brief discussion of the findings followed by Sec-
tion VI, where we draw the conclusions.



II. ASYNCHRONOUS CAMERA-LIGHTING MODEL

Our camera model assumes a rolling shutter that exposes
each line slightly shifted in time [9], [12]. Most digital cameras
today use rolling shutters [13]. However, when it comes to
SL applications, their overlapping behavior and time delay
between each row exposure may introduce artifacts, such
as partially illuminated frames and multiple light overlap,
which occurs when a single frame receives light from different
instants in time [14].

Figure 2 shows the rolling shutter capture model using asyn-
chronous stroboscopic lighting. In the model, S represents the
total number of sensor scanlines and N is the effective number
of transferred (or visible) lines. The difference between S and
N defines the invisible scanline range. The frame period is
given by ∆t, and the exposure length by ∆e. The lighting
pulse duration is given by ∆s and the period by ∆clk. Note
that in Figure 2, the frame is the result of two snapshots taken
by different stroboscopic light sources (strobes) at different
instants, s(j−1) and s(j). The symbols k and k′ represent the
first and last scanlines lit by the first strobe and, k′′ and k′′′,
by the second strobe.

The interval defined by the pair (k, k′) and (k′′, k′′′)
correspond to a stripe artifact, whose height is denoted by
hs. Scanlines in the stripe might be partially illuminated or
receive light from two different strobes, which might impair
their use [9], [15]. The stripe position depends on the phase
difference between the camera and the lighting clocks [9]. As
we assume no synchronization control over the illumination,
∆clk is likely to diverge from ∆t, resulting in a relative
movement of the stripe when more than one frame is taken
into account.
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Fig. 2. Rolling shutter capture model using asynchronous stroboscopic
lighting (Adapted from [9]).

Consider t(j)
0 to be the readout time instant of the topmost

scanline in frame j, and let r(j)
y be the readout time of an

arbitrary scanline y, that can be computed as [12]

r(j)
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(j)
0 +

y

S
·∆t = t

(0)
0 +

(
j +

y

S

)
·∆t, (1)

then the time the scanline y in frame j starts to be exposed
can be estimated by [12]

e(j)
y = r(j)

y −∆e. (2)

A. Stripe characterization

We assume the nominal frequency of the camera is known
(such as 30 or 60 Hz) so the lighting can be activated at
approximately the same frequency. We also assume the camera
exposure is close to the frame period and a triggered high-
speed light source is in use. Under such conditions, the stripes
can take three configurations, depending on the difference
between the camera exposure ∆e and the lighting clock period
∆clk. Lets first assume they are equal, i.e., ∆e = ∆clk. Let
k′′ be the first scanline subject to the second light pulse in a
given frame j, r(j)

k′′ = s(j). Thus, the last line to receive light
from such strobe is given by k′′′ as follows [9]

k′′′ = k′′ +
S ·∆s

∆t
. (3)

Let k be the first scanline subject to the first light pulse in
a given frame j, thus e(j)

k = s(j)−∆clk. Replacing e(j)
k by its

definition in (2), s(j) by r(j)
k′′ , and ∆clk by ∆e, we have

r
(j)
k −∆e = r

(j)
k′′ −∆e

r
(j)
k = r

(j)
k′′ .

(4)

Thus, k = k′′ and k′ = k′′′. Therefore, the height of the
stripe can be computed from the difference between k′′′ and
k′′. Applying (3) we have

hs = k′′′ − k′′ =
S ·∆s

∆t
. (5)

Now, if we assume a lighting period shorter than the
exposure, i.e., ∆clk = ∆e − ε for ε > 0, and keep the
assumptions about k, k′, k′′, and k′′′ we obtain

e
(j)
k = s(j) −∆clk

r
(j)
k −∆e = r

(j)
k′′ −∆e+ ε

k − k′′ =
ε · S
∆t

.

(6)

Therefore, the height of the stripe can be computed by
taking the difference between k′ and k′′. Note that the distance
between k′ and k is the same from k′′′ to k′′ (and depends on
∆s). Thus

hs = k′ − k′′ = k +
S ·∆s

∆t
− k′′. (7)

Replacing k − k′′ from (6), we obtain

hs =
(∆s+ ε) · S

∆t
. (8)

And lastly, if we assume a lighting period longer than the
exposure, i.e., ∆clk = ∆e + ε for ε > 0, and keep the other
assumptions unchanged, (6) will result in the same value with
the opposite sign. Thus, the stripe height is given by the
difference in the position of k′′′ with respect to k. Thus

hs = k′′′ − k =
(∆s+ ε) · S

∆t
. (9)

We can join the three cases together, (5), (8), (9), to obtain
the stripe height as follows

hs = S · ∆s+ |∆e−∆clk|
∆t

. (10)



Note that the smallest stripe is obtained when ∆e = ∆clk.
However, if ∆clk > ∆t, ∆e cannot be increased to keep
the stripe at minimum size. In this case, the stripe will be
characterized by dark lines.

B. Asynchronous stroboscopic lighting

As disclosed in (10), the stripe height is lower bounded
by the lighting period. The difference to the camera exposure
only adds to the stripe height. Assuming scanlines at the stripe
cannot be processed, the fraction of frames affected by artifacts
is given by pc = (2 · hs + N)/S. Thus, while it is possible
to obtain frames without artifacts, in practice, N/S is close to
unity as is pc.

We propose two asynchronous stroboscopic lighting vari-
ations, frame differencing and frame compositing. The first
allow us to exploit every available frame, despite the scanlines
at the stripe. The second allow us to recover artifact-free
frames at the lighting frequency.

1) Frame differencing: If a synchronized application re-
quires the difference between consecutive frames, we can
provide that difference with minimal losses, as we describe
next. The frame differencing in the asynchronous stroboscopic
lighting context can be regarded as a special case of the
differential lighting (DL), as frames can suffer from multi-
light overlap most of the time.

Besides the stripe height, to minimize the affected scanlines
in the frame differencing, we also need to minimize the inter-
frame stripe movement. To estimate the number of scanlines
affected by the stripe and its movement, consider that the stripe
position at frame 0 is Ds(0). At the next frame, its position is
given by Ds(1) = Ds(0) + S · (∆clk −∆t)/∆t. At the next,
by Ds(2) = Ds(0) + 2 ·S · (∆clk−∆t)/∆t. We can calculate
the position at any frame as follows

Ds(j) = Ds(0) + j · S · ∆clk −∆t

∆t
, (11)

thus, the translation of the stripe between any two adjacent
frames is given by

Ds(j)−Ds(j − 1) = S · ∆clk −∆t

∆t
. (12)

When we compute the difference between adjacent frames,
the lines affected by the stripe correspond to the stripe height
plus the stripe translation, and accordingly

ĥs = hs + S · |∆clk −∆t|
∆t

, (13)

where ĥs are the lines affected in the difference image. Note
that hs is computed using (10) and already incorporates the
effect of different clock frequencies in the stripe height.

The frame differencing can be used to robustly detect pupils
by augmenting a DL-based pupil detector with the scanlines
affected by stripes in real-time [16]. In Section IV-C, we show
practical results of a pupil detector running at frame-rate using
non-synchronized SL.

2) Frame compositing: The idea of the frame compositing
is to join areas illuminated by the same strobe in successive
frames. For example, in Figure 2, a frame J illuminated by
the strobe at s(j−1) can be composed by scanlines [0, k′] from
frame j, and [k′′, N ] from frame j − 1. Compositing has the
potential to allow other modalities of SL to be used, such as
photometric stereo [11]. Despite the lack of synchronization,
artifact-free images can be obtained under certain conditions
that are explained in what follows.

Let k′′ be the first scanline subject to a given strobe in
frame j, thus r

(j)
k′′ = s(j). In our model, this same strobe

begins its exposure on the next frame at scanline k, and thus,
r

(j)
k′′ = e

(j+1)
k . From now on, lets rename scanline k in frame

j + 1 to k+ to avoid confusion. The difference between k+

and k′′ gives how many scanlines will not be able to recover
the full illumination at every composed frame when the stripe
is on the visible scanline range. According to our model, and
applying (2) and (1), we have

r
(j)
k′′ = r

(j+1)
k −∆e

k′′ − k+ = S ·
(

1− ∆e

∆t

)
.

(14)

Thus, if the camera exposure matches the frame period,
we can assure that each pulse of light was captured in full.
Note however, that despite the lighting period ∆clk was not
accounted for in (14), scanlines might get illuminated by two
light firings depending on the lighting frequency. This is the
case of a multi-light overlap as depicted in Figure 2. To avoid
that, we must ensure that k′′ > k′. According to our model:

r
(j)
k′′ = s(j) and

e
(j)
k′ = s(j) −∆clk + ∆s.

(15)

Replacing definitions (2) and (1) in (15), we obtain

r
(j)
k′ −∆e = r

(j)
k′′ −∆clk + ∆s

k′′ − k′ = S ·
(

∆clk −∆s−∆e

∆t

)
,

(16)

and as k′′ − k′ > 0, it holds that

∆clk > ∆e+ ∆s. (17)

Therefore, the smaller the strobe length ∆s, the higher the
lighting frequency that can be employed.

III. IMPLEMENTATION

For both asynchronous stroboscopic lighting variations,
frame differencing and compositing, a key information is the
exact position and height of a stripe in the images due to
the lighting and rolling shutter interaction. In Section II, we
presented closed form equations to relate camera and lighting
parameters to stripe unknowns.

In practice however, the camera parameters, such as the
number of lines (S) and even the frame period (∆t) and
exposure (∆e) might not be available. To overcome this
limitation, the work in [9] presented a method which exploits
the stripe size as a function of exposure to recover both S



and β. However, the stripe estimation is affected by non-
linearities in the acquisition which compromise the non-
continuous piecewise segmentation method employed.

In what follows, we present a new estimation method that
is not biased by the camera gain settings and is particularly
simple to implement, as it is based on linear regressions.
Moreover, the residuals fill in the initial error covariance
matrix of a filter used to accurately track the stripe over time
(see Section III-C).

This section deals with the aforementioned practical imple-
mentation issues, as well as the uncertainty about the lighting
frequency and how a stripe that is not always detectable can
be accurately tracked.

A. Estimating the number of scanlines (S) and the relative
lighting frequency

The number of scanlines of the camera (S) is used in the
expected stripe size calculation and also to set the correct
camera exposure. We propose computing S by estimating the
time the stripe is hidden in the invisible scanlines. The idea
is to record a long sequence of frames, enough to allow the
stripe to pass the visible range several times. Then, estimate
the stripe position in each frame, fitting several regressors of
the form B(t) = a · t+ b, where B(t) gives the stripe position
given time t. The samples for a new linear regressor begin
when the position drops while the time increased (or rises,
depending on the stripe movement direction). Considering we
have k regressors Bi(t) = ai ·t+bi, i = 1..k, with i = 1 being
on the earliest samples, we can estimate Ŝ, the number of
scanlines weighted by the ratio between the camera frequency
and the lighting frequency, as follows

Ŝ =
1

|Π|
∑
i∈Π

ai · bj − aj · bi
aj · (i− j)

, j ∈ Π, i > j (18)

where Π = {t ∈ N|1 < t ≤ k} and j is the greatest index
smaller than i in the set. Outliers, such as diverging angular
coefficient regressors, can be filtered by excluding the index
from the set Π. Figure 3 depicts the calculation process.
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Fig. 3. Estimating S from the stripe position versus time.

The number of scanlines is calculated as follows

S = Ŝ · f̂r (19)

where f̂r is an estimate of the ratio between the camera
frequency and the lighting frequency, and can be computed
as follows

f̂r =

(
1/fs · 1/∆t

1 + (1/fs · 1/∆t)

)r

(20)

where r is 1 for positive B slopes and −1 otherwise, and
1/fs is the period the stripe takes to travel all the scanlines
(in seconds). The value of 1/fs can be computed using the
regressors by replacing aj by ai · aj in (18) denominator.

B. Detecting the stripe position (Ds)

We assume the exposure is adjusted in order to produce a
stripe composed by three distinct regions, a gradient to dark,
a dark region which can ideally be one scanline wide, and a
gradient from dark, with the darkest scanline belonging to the
non-illuminated region. This stripe can be obtained adjusting
the exposure as defined in [9]

∆e = ∆clk −∆s− 1

S
·∆t. (21)

The stripe position (Ds) is then approximated by the posi-
tion of minimum intensity in a mean column image [9].

Adjusting the camera exposure in UVC compliant cam-
eras is straightforward [17]. In such cameras, the exposure
value E is related to the exposure length ∆e by a constant
β = 0.1 · 10−3. For the other cameras, the exposure can be in
any arbitrary unit, and can also vary with the frame format.
In such cases, the user might provide two exposure values
that can be obtained by visual inspection. We will call them
Evis and Emin, for the exposure values which render a visible
stripe (as in (21)) and a minimal one, respectively. To obtain
Evis, the user must set E to maximum and reduce it until
a stripe composed by three distinct regions become evident
(a gradient to dark, a dark region which can be one scanline
wide, and a gradient from dark). The value of Emin depends
on the relation between ∆t and ∆clk. If ∆clk > ∆t then
Emin is given by the maximum E. If the relation is inverted,
starting from maximum, E must be reduced until a bright
stripe vanishes. Note that in this later case, if β is known,
the exposure can be automatically adjusted using ∆clk, which
can be estimated using (20) as follows

∆̂clk =
∆t

f̂r
. (22)

To completely avoid user interaction, the image processing
method proposed in [9] can be used to estimate β.

C. Tracking the stripe position with Kalman filtering

The stripe position detection is very simple and might not
be available during some frame intervals, such as when the
stripe enters the invisible scanline range. We assume the stripe
moves at constant velocity, driven by the difference between
the camera frame period and the lighting period. If this velocity
is known as well as the stripe position in a given point of time,
the position on a new frame can be determined ahead. We
propose to use a Kalman filter to estimate the stripe position,
as the detection can be notably noisy.

The Kalman filter is a linear minimum variance of error
filter. It is a set of equations which might be used to estimate
the position of a moving target from noisy measurements.
It involves two steps, prediction and correction or update.
The first step uses previous states to predict the current state.



The second step uses the current measurement to correct the
state [18].

The stripe position estimation based on Kalman filtering
can be formalized as follows. The state of the stripe at each
time instance (frame) can be characterized by its position and
velocity in the R1 domain. We assume constant velocity, as
it is directly related to the drift in frequency between the
camera and the lighting clocks. Let Ds(j) be the position
of the stripe in the frame at discrete time j and D′s(j) be
the velocity. The state vector at time j can be represented as
Xj = [Ds(j) D

′
s(j)]

T .
The state vector at the next time frame (j + 1) is related to

the current state by the system model as follows

Xj+1 = FXj + w (23)

where F is the state transition matrix and w represents the
system perturbation, which is normally distributed as p(w) ∼
N (0, Q) where Q represents the process noise covariance
matrix.

The stripe can be detected in the frame image when on the
visible scanline range. We will call the detected stripe at time
j as Zj . As the detection is subject to noise, the measurement
model is given by

Zj+1 = HXj + v (24)

where vector H = [1 0] describes the state to measurement
transformation and v represents the measurement uncertainty,
which is normally distributed as p(v) ∼ N (0, R) where R
represents the measurement noise covariance matrix.

A Kalman filter usually operates in a two-step predict-
update manner. The stripe is detected around a region predicted
by the projected state (estimated stripe position based on
previous Kalman filter state) and its uncertainty at time j+ 1.
The detected stripe is combined with the estimation to produce
the final stripe position.

Let X−j+1 denote the a priori state estimate at time j + 1
and Xj+1 denote the a posteriori state estimate at time j + 1.
The prediction of the state X−j+1 at time j + 1 is the result of
the previous state Xj , and the system model. The prediction
is adjusted in the light of measurement data which result in
Xj+1. The state Xj+1 relies on both the system model (23)
and measurement model (24). Associated to the state estimates
are the error covariance matrices P−j+1 and Pj+1, which
characterize their uncertainties.

The Kalman filter prediction can be summarized as fol-
lows [18]:

X−j+1 = FXj (25)

P−j+1 = FPjF
T +Q (26)

where F is the state transition matrix and is updated every
time the prediction is invoked to reflect the time past from the
last frame received to the current, as follows

F =

[
1 ∆̄t
0 1

]
(27)

where ∆̄t denotes the time past between the current frame and
the previous (between discretized time j+1 and j), and might
not be equal ∆t.

If the stripe position on the projected state is greater than Ŝ
in (25), it is updated to the difference of the two (not shown
in equation). Accordingly, it is summed to Ŝ if smaller than
zero. Note that this simple procedure accounts for the cyclic
nature of the stripe position. The filter is updated by means
of the three following equations [18]:

Kj+1 =
P−j+1H

HP−j+1H
T +R

(28)

Xj+1 = X−j+1 +Kj+1

(
Zj+1 −HX−j+1

)
(29)

Pj+1 = (I −Kj+1H)P−j+1 (30)

The initial conditions are brought as byproducts of the
estimated camera parameters (Section III-A). The initial state
X0 is composed of the estimated stripe position for the current
frame and the velocity derived from a median slope from linear
equations Bi, i = 1..k. The initial error covariance matrix is
initialized with an estimated variance in the stripe calculation
and stripe velocity

P0 =

[
s2
Ds s2

D′s ·∆t/2
0 s2

D′s

]
(31)

where s2
Ds is the covariance on the stripe position estimation,

considering the detected positions and the associated best
fitting line. The velocity variance is given by s2

D′s, and
is calculated as the variance of the first derivatives of B
(Section III-A). We assume R = s2

Ds and the process noise
matrix is initialized with zeros, because we assume q = 0,
despite the effect of the estimated Ŝ in the prediction.

D. Frame compositing

Assuming that (17) holds, i.e., ∆clk = ∆e + ∆s + ε for
some ε > 0, we can easily build a composed frame J out
of two adjacent frames, j − 1 and j. Let I(j)(a, b) represent
lines in the range [a, b− 1] from image j. Let k− represent k
in a previous frame j − 1. The frame J can be composed as
follows:

I(J)(0, k) = I(j)(0, k)

I(J)(k, k′) = I(j)(k, k′) + I(j−1)(k′′−, k
′′′
− )

I(J)(k′, N) = I(j−1)(k′′′− , N).

(32)

Applying our lighting period ∆clk to (9), we have a stripe
height hs = S(2 · ∆s + ε)/∆t. The stripe position Ds(j)
can be detected in frame j using convolution with hs spatial
support [9]. Then, k is computed as Ds(j)−hs/2, k′ = k+S ·
∆s/∆t, k′′′− = Ds(j− 1) +hs/2 and, k′′− = k′′′− −S ·∆s/∆t.
If the exposure is adjusted to maximum, i.e. ∆e = ∆t, then
k = k′′− and k′ = k′′′− .



Fig. 4. Sample images captured at different lighting frequencies and corre-
sponding exposures to produce a typical stripe, E = Evis (top), and minimal
stripe E = Emin (bottom).

IV. EXPERIMENTAL DESIGN AND RESULTS

We performed experiments using a Sony PS3 Eye [19] cam-
era, a low-cost and high-speed camera capable of capturing
frames with 240 lines at 187 fps. This frequency was employed
to be considered the most challenging. The lighting timing
source was implemented using an Arduino board [20], a low-
cost micro-controller board which provided an adjustable timer
with a resolution of 62.5 ns. The SL employed two groups of
infrared LEDs, spatially arranged on the camera axis and off-
axis.

The results are organized in three parts. In the first we
present our method to estimate the number of lines in the
camera, which is of key importance to the stripe height com-
putation and to the stripe tracking. Next we show our results
related to the stripe tracking using a Kalman filter. Lastly,
we show a practical application of the frame differencing,
in which a pupil detector run at frame-rate using the non-
synchronized illumination.

Except for the last, the experiments were performed consid-
ering four stroboscopic lighting frequencies, namely −1 Hz,
−2 Hz, +2 Hz and +2%, all with respect to the camera. While
larger differences are possible, they are not typical, even for
low-cost analog oscillators.

A. Stripe detection and number of scanlines estimation

The estimation process rely on the detection of the stripe
position in a given frame. The stripe is detected in the frame
column image, a vector containing the average of each image
line. Calculating such vector is time consuming, thus we
employ a sampled version, in which only 10% of the columns
enter the sum. In our simplified version, the stripe is detected
as the line with the lowest intensity, as far as it satisfies
the condition of being at most λ the median intensity. We
determined λ = 1/3 empirically, which results in some false
negative detections, as the stripe is present but not sufficiently
dark.

We adjusted the camera exposure to produce the minimal
visible stripe for each lighting frequency, using the procedure
described in Section III-A. Examples of the images obtained
are shown in Figure 4.

Figure 5 shows the calculation for the first three seconds
for each strobe period. In blue are the first order curves
representing the stripe position at a given time and in red, the
estimated S. We also added the actual estimated S, computed
after from 26 to 39.5 seconds. Note that the S estimated using
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Fig. 5. Number of scanlines (S) estimated using the procedure described in
Section III-A. Each graph shows a time excerpt of three seconds at different
strobe frequencies with the estimated first order regressors.

only two or three regressions is a reasonable approximation
of the value computed after several seconds.

B. Stripe position tracking

The stripe position tracking is an important step for the
frame differencing and compositing techniques. The stripe
position tracking must be accurate, precise, and lightweight.
To meet these requirements, we proposed a Kalman filter. The
filter is employed to deal with the noisy stripe detection and
to estimate the position when the image-augmented detection
is not available (prediction step).

In our particular experiment, the update step of the Kalman
filter runs on 34.5% of the total frames captured. The filter
prediction is exploited for 3/5 of the visible scanlines, where
the exposure is increased to reduce the stripe height the most,
such that their effects are minimized in a frame differencing
based asynchronous stroboscopic lighting application, as the
one described next (IV-C).

Figure 6 shows the filtering result for the four lighting
frequencies. For all cases, the gain drops steadily after some
initial fluctuations (red points). The graphs also show the
change in the estimated stripe velocity with respect to the cal-
culated when the total scanlines were estimated (violet points).
Note that the velocity at the end of more than 50 seconds
do not differ more than 0.01% from the initial estimation.
The graphs also show the difference between the predicted
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Fig. 6. Kalman filter gain, stripe velocity estimation (internal filter state) and difference between the stripe position as estimated by the filter and the calculated
from the image.

stripe position with respect to the image-based estimation (blue
points). A simple moving average (SMA) using a time window
of one second where computed to highlight deviations from
zero (dark blue points). The overall processing time average
was 62.67 µs. When considering only the frames with stripe
detection, the average rises to 186.56 µs. A density plot of
the total processing time is presented in Figure 7. Note the
bimodality, result of the prediction and update steps. Note also
that more frames count on the prediction step when the stripe
velocity is higher, as expected.

Fig. 7. Consolidated processing time to track the stripe position based on
40403 frames.

C. Sample asynchronous stroboscopic lighting application:
Robustly detecting the pupil in eye images using frame dif-
ferencing

When used to image the eye, our setup produces bright pupil
images with the on-axis illumination and dark pupil images
with the off-axis. The difference between two consecutive
frames is used to detect pupil candidates as high contrasting
areas. The best candidate is further refined to give more
accurate results [15].

a) b) c) d) e)
Fig. 8. Pupil candidate detection with frame differencing: region of interest
excerpts for dual-illuminated pupils. a) frame j; b) frame j + 1; c) frame
difference; d) result of thresholding; e) corrected pupil candidate.

Fig. 9. Frame differencing: region of interest excerpts showing the pupil
detection and the tracked stripe position.

When the stripe is over the pupil, it becomes dual-
illuminated, as seen in Figure 4. As we devised in (13),
the lines affected grow as the lighting and camera frequency
diverge. We used a 2% frequency difference as representative
of a worst case scenario, as simple analog circuits can stay
down 1%. The resulting difference image is affected with a
sliced pupil candidate, which is corrected with the calculated
stripe height and tracked stripe position in real-time.

Figure 8 shows an example calculation using images taken
at the nominal camera frequency of 187 Hz (187.325 Hz)
with a 320 × 240 frame size, ∆s = 80 µs and lighting at
191.072 Hz. Note that the lighting frequency is unknown to
the application. Figure 9 shows the augmented pupil detection
results.



V. DISCUSSION

Our results show that our method accurately estimates the
number of scanlines using a PS3 Eye Camera at 187 Hz. The
difference from the ground truth was at most 0.052% lines,
for a sensor with 278 scanlines. The Kalman filter used to
track the stripe position also performed well. The internal gain
of the filter (K) decreased to a mean value of 1.36 · 10−3

(SD = 2.67·10−4). The internal velocity did not change on the
last five seconds for 3 out of the 4 tests. The low internal gain
and the stable internal velocity are strong evidences that the
filter entered a steady state, despite the long intervals without
updates (65.5% of the frames processed).

While we have successfully applied our asynchronous stro-
boscopic lighting frame differencing method in a SL appli-
cation and despite the potential of the frame compositing to
photometric stereo applications, other SL modalities, such as
reconstruction based on temporal coded structured light [21]
cannot be directly addressed by our technique, as it requires
very short pulses of light that might not be feasible with
current video projectors. Additionally, as our technique re-
quires the camera exposure to be close to the frame period,
the ambient illumination might pose a constrain to the use of
the technique.

VI. CONCLUSIONS

In this paper we have shown how to exploit structured light-
ing (SL) in scenarios where the illumination is independent
from the camera. SL typically relies on processing images
with a known illumination pattern, and thus, is commonly
implemented using syncing capable cameras. Despite recent
advances that allowed rolling shutters to be used by software
synchronization means, the added hardware needs to commu-
nicate with the software to allow synchronization, which poses
a constrain to the technique. Our method exploits artifacts due
to particular combinations of camera and lighting parameters
to allow every single frame to be used. The artifacts are
horizontal stripes that can be detected by simple thresholding
most of the time. A Kalman filter was introduced to accurately
track the stripe position. A constant velocity model was
chosen, assuming a very slow drift between the camera and
the lighting frequency. As the stripe movement is cyclic, we
also presented an accurate method to compute the number of
scanlines of the camera.

Two solutions to compute the illumination in a given frame
are provided: frame differencing and frame composition. The
first augment differential lighting applications with the scan-
lines affected by artifacts. We show in what conditions the
least number of lines are affected by artifacts. In the frame
composition, we create a virtual frame by joining portions
of two adjacent frames. The particular conditions to allow
this method are thoroughly discussed. In the first solution,
camera frame-rate can be attained and, in the second, frames
are composed at the frequency of the lighting.

We have demonstrated that the frame differencing can be
used in a differential lighting pupil detector that typically
requires explicit synchronization. The application relies on

the active illumination to robustly detect the pupil. It uses
a low-cost high-speed camera that reaches 187 Hz and an
independent asynchronous stroboscopic lighting.
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