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Abstract—Sign language automatic recognition is an important
research area with open challenges that aims to mitigate the
obstacles in the daily lives of people who are deaf or hard of
hearing and increase their integration in the predominantly hear-
ing society in which we live. This paper implements, evaluates
and discusses strategies for automatic recognition of Brazilian
Sign Language (BSL) signs, which ultimately aims to simplify
the communication between deaf signing in BSL and listeners
who do not know this sign language, accomplished through the
processing of digital videos of people communicating in BSL
without the use of colored gloves or data gloves and sensors
or the requirement of high quality recordings in laboratories
with controlled backgrounds or lighting. An approach divided
in several stages was developed and all stages of the proposed
system can be considered contributions for future works in
sign language recognition or those involving image processing,
human skin segmentation, object tracking etc. For the skin
color based segmentation stage, in particular, several techniques
were implemented and compared and the strategy used for
sign recognition, exploring the Leveshtein distance and a voting
scheme with a binary classifier, is unusual in this area and
showed good results. From the original 600 samples of 30 words,
chosen for frequency of use and superposition of sign elements to
make recognition more complex, the system was able to correctly
segment 422 (70%) signs, for which it reached 100% accuracy
in recognition using our strategy. This sign database with 600
samples in video of the chosen 30 word vocabulary is another
of this work’s contributions and is available upon request to the
authors.

Index Terms—sign language recognition; image processing;
human skin segmentation; Brazilian Sign Language; LIBRAS

I. INTRODUCTION

The deaf community faces a major obstacle in their daily
routine: the difficulty in communicating with the predomi-
nantly hearing society. In recent years, there has been an
increasing commitment to facilitate communication between
deaf or hard of hearing people with people who do not know a
sign language, but there are still few accessible environments
and systems for that. The lack of sign language knowledge
in the general population makes the communication with
deaf people extremely difficult. Moreover, recognition and
translation of sign languages by computers are quite complex
areas, in which most studies are recent and present open
challenges [1], [2], [3].

In sign languages, either Brazilian or others [4], [5], [6],
there are some static signs to indicate words and letters, but
many of the signs are dynamic, involving not only static
hand configurations, but also their movements and changes

in configuration. Thus, recognizing these signs automatically
requires processing sequences of hand poses instead of only
individual configurations.

There are two main approaches to signal acquisition in the
sign language recognition area: the vision-based approach and
the sensor-based approach. In the first, data is obtained through
one or more video cameras; it is more convenient for the user,
but requires sophisticated image processing. In the second
approach, data is obtained through electromechanical devices,
such as data gloves, or other sensors, bringing limitations and
discomfort to the user [3], but facilitating recognition, avoiding
problems faced in the first approach, such as segmentation of
the hands in images [2]. In order to decrease image processing
complexity in the vision-based approach, several studies make
use of controlled environments and/or colored gloves when
recording the videos that will be analyzed, which considerably
facilitates image processing, segmentation and the subsequent
sign recognition.

In our work, however, we opt for recognizing dynamic
Brazilian Sign Language (BSL) signs using a vision-based ap-
proach with a single 2D camera and without taking advantage
of colored gloves or high quality video recordings made in labs
with controlled environments. BSL, or LIBRAS, is the official
language used by the deaf community in Brazil. Integrating
these image processing and sign recognition strategies within
more complex grammar and language translation systems in
the future, we ultimately aim to simplify the communication
between deaf people signing in BSL and listeners who do not
know this sign language. Given the complexity of vision-based
recognition without colored gloves or controlled environments,
this approach was implemented in several stages. Its main
focus was in two areas: investigating several alternatives for
hand segmentation based on skin color, either using machine
learning or explicit rules; and identifying and translating
dynamic BSL signs in the segmented image sequences, using
Leveshtein distance.

This work also brings an additional contribution: an anno-
tated database with 600 video samples of ten different BSL
users, each performing two samples of thirty specific BSL
signs. These signs were selected based on two criteria: high
frequency of use in the language and existing superposition
of hand configurations and movements between the different
signs, to make the recognition task more complex. This video
database is available for future use in research by contacting



any of the authors (it has not been made public a priori only
due to concerns of our Ethics in Research Committee). The
vocabulary size for this database is compatible with several
of the similar works discussed in the next section. It is worth
mentioning that, due to the challenges found in sign language
recognition and language translation in general, our goal is
not as ambitious as implementing a complete and permanent
solution to the automatic translation of BSL, but it is rather
an extensible tool to assist in this process. Furthermore, none
of the assumptions, algorithms or developed systems and
subsystems described here are specific for BSL, so they could
probably be used for any sign language, but all results pre-
sented in this paper considered only BSL and the sign database
that was created includes samples only of this language.

This paper is organized as follows. After this introduc-
tion, Section II discusses the state-of-the-art in sign language
recognition. Section III presents the image database built for
this work. Section IV discusses the strategies, algorithms and
system investigated in this study and their implementation.
Experimental results are presented in Section V. Finally,
Section VI summarizes the main conclusions and discusses
future work.

II. RELATED WORK

Sign language recognition has been extensively studied and
a vast literature has been produced. In order to assess the
state-of-the-art in sign language recognition, we performed a
systematic review focusing on papers which use the visual
approach, i.e., when the data is obtained by video cameras,
without the use of other sensors (such as data gloves), identi-
fying the major challenges of working with this approach.

The search was performed in three digital libraries which
index the papers published in the main conferences and
journals of the area: the ACM Digital Library1, the Brazil-
ian Digital Library of Computing (BDBComp)2 and IEEEx-
plore3. In addition to these three libraries, papers were also
searched in all published and available proceedings of the
Symposium on Virtual and Augmented Reality (SVR), the
Brazilian Symposium on Artificial Intelligence (SBIA) and
the SIBGRAPI Conference on Graphics, Patterns and Images.
From this search, 166 papers were obtained. Out of these,
90 were selected for more detailed analysis based on the
review protocol’s inclusion and exclusion criteria. Due to space
limitations, this paper presents only a brief summary of this
review, highlighting the main features of the selected works
about sign language recognition.

In the majority (80%) of selected papers, colored gloves
are not used when capturing the videos and, therefore, the
proposed solutions required sophisticated image processing
approaches. In order to facilitate image processing and, con-
sequently, sign recognition, some work took advantage of re-
strictions in their captured videos. Some impose the restriction
that the person performing the signs must use a long, dark

1dl.acm.org
2www.lbd.dcc.ufmg.br/bdbcomp
3ieeexplore.ieee.org

colored shirt [7], [8], [9]. Hienz et al. [10] present a different
approach. Besides using multi-colored gloves for recording the
videos used in the tests, colored markers were also placed on
shoulders and elbows to further reduce recognition complexity.
Dimov et al. [11] use an even more intrusive restriction. Sign
language users perform the signs in a controlled environment,
covered with a dark cloth so only their head and hands showed.

Many papers do not discuss the image processing techniques
used, focusing instead on the recognition strategy, but out
of those who discussed this, segmentation of the regions of
interest (ROI, the hands) was often the main focus and most
complex problem. Thresholding based on explicit rules for
skin color was the most frequently used technique to segment
images [12], [13], [8], followed by techniques using Gaussian
Mixture Models (GMM) [14], [15], [16]. Some papers took
advantage of machine learning algorithms in order to perform
image segmentation. Han et al. [17] used Support Vector
Machines (SVM) to segment skin regions, classifying each
pixel as skin or not-skin, with an average classification rate of
76.77% using 240 frames from the ECHO database4. Van Hieu
and Nitsuwat [7] used a Two-Layer Neural Network (TLNN)
to approximate a skin model, using the Cb and Cr chromaticity
components from over 414 thousand pixels samples, in order
to segment the images, achieving an accuracy rate of 94%
for those pixels. Disparity map and the K-Means Clustering
method are used by El-Jaber et al. [18] to segment the
ROI, while Gonçalves et al. [19] performed the segmentation
using a Multilayer Perceptron (MLP) with the backpropagation
algorithm, optimized using the Levenberg-Marquardt method,
but the accuracy rate of the latter two works were not presented
by the authors.

Soontranon et al. [20] present a face detection and hand
tracking method for a sign language recognition. They use
four videos in Thai Sign Language recorded in a studio
without the use of gloves, with a resolution of 240x320 pixels.
The segmentation of skin regions (face and hands) is made
using the eclipse function, formulated through of the Cb and
Cr chromaticity components distribution of the image pixels,
reaching an average recognition rate of 89.8%.

It was also noted that machine learning algorithms are
used for recognition of the gestures in most of the analyzed
works, especially Hidden Markov Model (HMM) and Artifi-
cial Neural Network (ANN). Starner and Pentland [21], for
instance, present an accuracy rate of 99.2% to recognize 40
words in American Sign Language (ASL), using HMM and
hand configuration, point of articulation and movement as
parameters, but the videos were recorded with a resolution of
320x243 pixels in a studio using colored gloves, which greatly
facilitated hand segmentation and recognition of their configu-
ration. ANNs are used to recognize gestures in Malaysian Sign
Language (MSL) [9], reaching a success rate of 92.07%, using
32 different gestures recorded in a studio with a resolution of
320x240 pixels, without the use of gloves, but with restrictions
on the clothing of the person performing gestures.

4www.let.ru.nl/sign-lang/echo



Another point that drew our attention in the analyzed
literature is that there are few sign language image databases.
Most studies did not specify the image database used (only
18% did), or used private videos, recorded specifically for
the research. Of the few specified image databases, none is
Brazilian and the majority is of facial expressions.

In this review we also observed that the main results
achieved deal only with static signs recognition or recognition
of signs recorded with restrictions, such as the use of colored
gloves and/or controlled environments, in order to facilitate
the recognition process. The segmentation of the region were
the gestures are performed is still a complex task, especially
without the use of any mechanism to facilitate the recognition,
as well as recognition of the gestures in sign language recorded
in this way.

III. IMAGE DATABASE

Sign languages are not universal, thus, each country has
its own sign language, influenced by national culture. In
this work we built a BSL database to test our segmentation
and recognition strategies consisting of 600 colored image
sequences (videos) recorded by ten different persons (four men
and six women) signing in BSL, without the use of colored
gloves and/or data gloves and sensors. Each person performed
a set of thirty basic words in two different videos, recorded
without controlled lighting, and using different backgrounds
and clothing, in order to provide greater variability. The
thirty signs were chosen by an expert in BSL based on two
criteria: high frequency of use in the language and existing
superposition of hand configurations and movements between
the different signs, to make the recognition task more complex.
The videos were recorded using a Sony Cyber-Shot DSC-
W530 14.1 MP digital camera, operating in automatic mode
and using a tripod. Each video has 29 frames per second with a
resolution of 640x480 pixels. This video database is available
for future use in research by contacting any of the authors (it
has not been made public a priori only due to concerns of our
Ethics in Research Committee). Fig. 1 shows some examples
of frames that compose the image database built (one may
notice the uncontrolled lighting and complex backgrounds).

Fig. 1. Examples of frames from image database.

IV. IMPLEMENTATION

As mentioned in the introduction, given the complexity of
the task undertaken in this study, the implementation was
divided in several stages, with a focus in segmentation of the
ROI, based on skin color, and in sign recognition. In this sec-
tion, we discuss these main stages and their implementation.
Fig. 2 illustrates the main stages implemented in this sign
recognition system in order to provide a better overview of
the system.

Fig. 2. The main stages of the proposed system.

A. Pre-processing

In this first stage, the main goal is to pre-process the image
sequences, segmenting regions with moving objects (in this
case, the arms and hands), in order to facilitate the process of
identifying and tracking the hands performed later. Towards
this end, we used some image processing techniques which
are presented in the next subsections.

1) Histogram equalization: Analyzing the image sequences
from the image database built to test the proposed system, we
noticed the need for some minor adjustments, in order to repair
some differences that occurred during image capture, mainly
because of environmental lighting differences. Therefore, in
order to enhance the contrast of image sequences, first we
used the histogram equalization technique. There are several
methods that perform histogram equalization. In this work, we
used the Contrast Limited Adaptive Histogram Equalization
(CLAHE) method.

In this method, instead of calculating a global histogram,
a local histogram is calculated considering the neighborhood
of each pixel. Moreover, this technique imposes a constraint
on the resulting contrast providing a mechanism to handle a
possible over-saturation of the resulting image. A maximum
number of pixels which are allowed to occupy a bin in the
resulting histogram is determined. In cases of over-saturation,
the excessive amount of pixels is redistributed over the rest of
the histogram [22].



To implement the CLAHE technique we used a function
of the “ij.jar” application package from the ImageJ5, a public
domain Java image processing program [23]. The function has
three parameters: block size (the size of the local region around
a pixel for which the histogram is equalized), histogram bins
(the number of histogram bins used for histogram equalization)
and max slope (the limit of the contrast stretch in the intensity
transfer function). In this work, the parameters were set to the
values 63, 256 and 3, respectively.

2) Background subtraction: Background subtraction is one
of the main pre-processing steps, widely employed in vision-
based applications to separate moving objects (or parts of
them) from the rest of the image. Thus, elements of the
scene that should not be analyzed can be removed, making
the processing faster and often more accurate.

In this work, background subtraction was applied to separate
the region of the hands from the static elements of the video,
resulting in a second sequence of images containing only
the region of the hands. For this, we used a function from
OpenCV6 (Open Source Computer Vision) library to imple-
ment the background subtraction, the BackgroundSubtractor-
MOG2, where an adaptive model of Mixture of Gaussian
(MOG) is internally built for background subtraction with de-
tection of shadows, based on the method of Zivkovic [24] and
Zivkovic and van der Heijden [25]. In this method, each pixel
is modeled as a MOG, and, in each iteration, the probability
that the pixel belongs to the background is calculated. The
function has the following parameters: history (length of the
history), varThreshold (threshold on the squared Mahalanobis
distance between the pixel and the model to decide whether a
pixel is well described by the background model) and bShad-
owDetection (define if the algorithm will detect shadows, with
the values “true” or “false”). The parameters were set for this
work as 0, 32 and false, respectively. One important feature
of this version of the algorithm is the automatic selection
of the appropriate number of Gaussian distribution for each
pixel, unlike the function BackgroundSubtractorMOG, where
a fixed number of Gaussian distributions is used throughout
the algorithm. Thus, BackgroundSubtractorMOG2 provides a
better adaptability to varying scenes, including to illumination
changes.

3) Closing operation: Analyzing the results obtained by
the background subtraction technique previously defined, it is
possible to observe some noise and defects in the produced im-
ages, mainly because of non-static background environments
where the videos were recorded. To correct these problems,
the closing technique was used.

Closing is a morphological operation used to repair images,
defined as a dilation followed by an erosion, using the same
structuring element for both operations. This technique tends
to smooth sections of contour; it generally fuses narrow breaks
and the long thin gulf, eliminates small holes and fills gaps in
contour. It fills empty pixels and removes noisy pixels from

5http://imagej.nih.gov/ij/
6http://opencv.org

inside the object, but keeps the shape and size of the object
unchanged [26].

In this work, the dilation and erosion filters were performed
using the functions cvDilate() and cvErode() of the OpenCV
library, adjusting the following parameters: src (source image),
dst (destination image), element (structuring element used for
dilation; if it is NULL, a 3x3 rectangular structuring element
is used) and iterations (number of times dilation or erosion
is applied). The dilation filter was applied three times and
the erosion fifteen times, with the element parameter equal to
NULL.

4) Median filter: In order to smooth noise, but preserving
the edges and fine details of the produced images after apply-
ing the closing operator, the 3x3 median filter was applied,
using the function cvSmooth() of the OpenCV library.

Fig. 3 shows an example of result obtained by the appli-
cation of the all pre-processing steps defined in an original
image of the image database built.

Fig. 3. Results obtained by the pre-processing step: (a) original frame; (b)
frame with equalized histogram; (c) frame after applying the background
subtraction technique; (d) resulting frame, after applying the closing operation
and the median filter.

B. Segmentation

After finishing the pre-processing steps, an algorithm is
applied to better segment the ROI in the processed images.
This is essential later for the analysis and identification of
image features. The goal of this segmentation stage is to
identify human skin colored regions, in order to facilitate the
detection of hands in the image sequences, preparing them for
the extraction of features for sign recognition. To achieve this,
the main techniques found in the systematic review that dealt
with skin segmentation were implemented. These techniques
were tested and the one which obtained the best result was
used in this work.



First we tested a collection of machine learning algorithms
present in the Weka7 (Waikato Environment for Knowledge
Analysis) software package [27]. The goal of each algorithm
was, given the colors of a pixel, return the class of this pixel,
classifying it as “skin” or “non-skin” (in this work, “non-skin”
will be referred to as “background”).

A dataset with 4.000 pixels was built for testing Weka’s
classifiers. Each pixel instance is composed of four attributes,
the RGB color components (red, green, blue) and luminance
(Y), in order to deal with illumination variations on human
skin; and, besides these attributes, the label class (“skin”
or “background”). To build the data set, 4.000 pixels were
randomly extracted (2.000 classified as “skin” and 2.000
as “background”) of 200 frames taken from the recorded
videos in our sign database. These frames were manually
segmented in order to allow the evaluation by the classifiers.
The classification algorithms were tested using 10-fold cross-
validation and were evaluated using the average values of
accuracy, sensitivity and specificity. Accuracy measures the
algorithm’s ability to correctly determine what is true (in this
case, “skin”) between all pixels in the image, i.e., how accurate
the algorithm is. Sensitivity or recall is the amount of true
positives, i.e. how many of the pixels classified as “skin”
were actually “skin”; while specificity measures the algorithm
ability to properly exclude those pixels that are “background”.
It would be expected to get high values for sensitivity and
specificity for the classifier to correctly identify the pixels
that are “skin” and those that are not (“background”), and an
accuracy closer to 100%. Table I presents the ten best results
achieved by the classifiers in the skin segmentation problem.

TABLE I
CLASSIFIERS TOP TEN RESULTS IN THE SKIN SEGMENTATION PROBLEM

Classifier Accuracy sensitivity specificity
RotationForest 98.25% 99.30% 97.20%
Logistic 98.23% 99.20% 97.25%
MultiClassClassifier 98.23% 99.20% 97.25%
MultilayerPerceptron 98.20% 99.25% 97.15%
ThresholdSelector 98.20% 99.25% 97.15%
SimpleLogistic 98.18% 99.55% 96.80%
LMT 98.17% 99.55% 96.80%
Bagging 98.15% 99.30% 97.00%
RandomForest 98.12% 98.90% 97.35%
NNge 98.08% 98.50% 97.65%

As shown in table I, the RotationForest (RF) classifier
achieved the best results , with an average rate of accuracy,
sensitivity and specificity of 98.25%, 99.30% and 97.20%,
respectively. It was, then, the classifier chosen to be used in
the recognition system, up to this point.

Because Weka has an easy to use API, the selected al-
gorithm (RotationForest) was not reimplemented, instead, we
used the implementation available from Weka. We developed
a tool that converts the resulting forest from RotationForest
execution into an expert system that receives the color (R,G,B)
and the luminance (Y) of a given pixel and returns the
corresponding class of this pixel (“skin” or “background”).

7http://www.cs.waikato.ac.nz/ml/weka

Therefore, the segmentation method calls this expert system
to classify each pixel of the image. We will also call this
method RotationForest in this work in order to simplify its
identification. Luminance was calculated using the equation:
Y = (0, 299×R) + (0, 587×G) + (0, 114×B).

Besides using the RotationForest algorithm to perform skin
pixel classification, four other simple human skin segmentation
algorithms found in the literature which use a threshold
technique based on explicit rules were also implemented [28],
[29], [30], [31]. These algorithms receive the color (R,G,B)
of a given pixel and classifies it as “skin” or “background”
based on a set of rules. The test results of the five implemented
segmentation methods will be presented in Section V.

The first algorithm, proposed by Kovac et al. [29], has a set
of four rules:

1) R > 95 and G > 40 and B > 20.
2) max(R,G,B)−min(R,G,B) > 15.
3) |R−G| > 15.
4) R > G and R > B.
If the four rules are true, the pixel is classified as “skin”,

otherwise, it is classified as “background”. To facilitate its
identification, in this paper we will call this algorithm Kovac.

The second algorithm has a very simple rule proposed by
Al-Shehri [28], which considers only the value of R and G.
This rule classifies the pixel as “skin” when R−G is greater
than 20 and less than 80 (20 < R −G < 80), otherwise, the
pixel is classified as “background”. In this work that algorithm
will be identified as Al-Shehri.

In the third algorithm, proposed by Osman et al. [30], two
rules are checked to classify the pixel:

1) 0.0 <= R−G
R+G <= 0.5.

2) B
R+G <= 0.5.

If the two rules are true, the pixel is classified as “skin”,
otherwise, it is classified as “background”. We will identify
this algorithm as Osman in this work.

Finally, the fourth algorithm, proposed by Swift [31], con-
sists of the following rules:

1) B > R.
2) G < B.
3) G > R.
4) B < ( 14 )R.
5) B > 200.
If at least one of the five rules is true, the pixel is classified

as “background”, otherwise, it is classified as “skin”. In this
work that algorithm will be identified as Swift. The test
results of the five implemented segmentation methods will be
presented in Section V.

C. Tracking

This stage aims to isolate only the regions of image points
belonging to the hands for feature extraction. In order to
achieve this objective, we implemented an algorithm to track
the hands of the individual in the images sequences and
produce new images delimited by the region where they are,
without the help of sensors or markers, looking for regions that



minimize a distance function taking in account the colors and
the distance between the new hand position and the position
in the previous (reference) image. Fig. 4 shows an example of
result obtained by applying the implemented hand tracker in
a pre-processed and segmented images sequence.

Fig. 4. Results obtained by the hand tracker in a pre-processed and segmented
images sequence.

D. Feature extraction

The feature extraction stage consists in extracting relevant
properties of the image sequences in order to provide informa-
tion to recognize the sign. Based on the studies reviewed in this
work, the following characteristics of image sequences were
extracted: hand shapes, pixel frequency, hand displacements,
distance between the hands, and the distance between the
hands and the face; amounting to nine feature vectors.

Hand shapes were represented using the extractor proposed
by Digiampietri et al. [32]. Each hand is represented as a set
of 180 points, each of them contains the normalized distance
between the image center of mass and the corresponding hand
contour point for each other degree (from 0◦ to 358◦). Pixel
frequency characteristic is the percentage of pixels belonging
to skin color and the background in each image of the images
sequence generated by the tracker. For the extraction of other
features, while applying the tracker the center of mass of the
hands was obtained from each image of the images sequence.
From the center of mass were measured the displacements
of the hands, the distance between the hands and the distance
between the hands and the face through the Euclidean distance
between the centers of mass.

To obtain the center of mass of the face, before applying the
steps of pre-processing, segmentation and tracking previously
defined, an implementation of the method proposed by Viola
and Jones [33] for face detection was used. It is present in
the OpenCV library and, in this study, achieved 100% success
rate to detect the faces of individuals in all images sequences
from the image database.

After they were extracted, the values of all features vectors
were normalized to a range between 0 and 1. These vectors
are used in the recognition as explained in the next section.

E. Recognition

For the recognition and classification of words in BSL, a
variation of the Levenshtein distance technique [34] was used.
The original Levensthtein distance technique is presented in
Equation 1 (lev), where a and b represent characters arrays, i
and j represents the indexes of these arrays, and d(ai, bj) = 0
if ai = bj ; or d(ai, bj) = 1, otherwise.

leva,b(i, j) =


max(i, j) if min(i, j) = 0,

min


leva,b(i− 1, j) + 1

leva,b(i, j − 1) + 1 otherwise
leva,b(i− 1, j + 1) + d(ai, bj)

(1)
Our variation of the Levenshtein distance technique is

presented in Equation 2 (l̂ev), where a and b represent features
vectors and d̂(ai, bj) = abs(ai − bj). This variation allows a
non binary comparison of the features.

l̂eva,b(i, j) =


max(i, j) if min(i, j) = 0,

min


l̂eva,b(i− 1, j) + 0.2

l̂eva,b(i, j − 1) + 0.2 otherwise
l̂eva,b(i− 1, j + 1) + d̂(ai, bj)

(2)
At first, the recognition technique calculates the edit dis-

tance between the nine features vectors of the word and each
of the other samples words of the database. Then it uses a
binary classifier that checks for a possible match between the
performed word and each word of the database, based in the
nine distances calculated. Finally, it verifies what word of the
database received more votes by the classifier, which is then
presented as the result of the recognition.

In this work, Weka’s implementation of the Random Forest
method [35] was used as classifier. The results of the tests are
detailed in the next section.

V. EXPERIMENTAL RESULTS

First, in order to choose the segmenter used to segment
the pre-processed images sequences, some tests were made
with the five implemented segmentation methods, detailed in
Subsection IV-B, using a set of 200 frames taken from the 20
recorded videos to build the image database (10 frames from
each video), after the pre-processing step.

The test results were evaluated considering accuracy, sen-
sitivity and specificity measures, in addition to the overlap
coefficient. The overlap coefficient is one of the most cited
metrics in the literature to measure segmentation, which is the
relative area of the intersection of two regions considered [36].
A value of 0 indicates the worst performance, i.e., there is
no intersection between the considered correct area and the
automatically obtained area. A value of 1, in turn, indicates
a perfect segmentation. The results obtained are presented in
Table II.

TABLE II
RESULTS OBTAINED BY THE FIVE TESTED SEGMENTERS IN THE

PRE-PROCESSED IMAGES SEQUENCE.

Segmenter Accuracy Sensitivity Specificity Overlap
[29] 98.86% 70.50% 99.49% 0.59
[28] 98.62% 70.20% 99.27% 0.54
[30] 98.07% 80.86% 98.42% 0.48
[31] 98.04% 54.05% 98.92% 0.34
RF 96.07% 94.84% 96.09% 0.36



Though the RotationForest (RF) algorithm had presented
the best result to classify the pixels, compared to the other
Weka algorithms, analyzing the results in Table II and the
images produced, shown in Fig. 5, we realized that the best
strategy to segment the frames from our sign database was
using the segmenter proposed by Kovat et al. [29], which was
then chosen to be used in this work.

Fig. 5. Examples of results produced by segmentation algorithms imple-
mented: (a) preprocessed frames; (b) frames expected (manual segmentation);
(c) Kovac; (d) Al-Shehri; (e) Osman; (f) Swift; (g) RotationForest.

We notice that the pre-processing techniques used before
the segmenter substantially improved the results. Without the
pre-processing step, the average rate of accuracy, sensitivity,
specificity and the overlap index obtained by the segmenter
proposed by Osman et al. [29] decreases considerably to
97.03%, 56.59%, 97.87% and 0.29, respectively.

To validate the proposed solution, we constructed a dataset
as follows. For each of the image sequences (words) extracted
from each of the videos, the Levenshtein distances of its

features with the features of other remaining samples words
were calculated. From the 20 recorded videos, two videos
were not used because the poor results obtained after the
segmentation, which prevented the execution of the remaining
steps of the system. It is believed that the poor results were
obtained by the influence of the clothes that the individuals
used during the recording and the environment in which the
videos were recorded. With the removal of these two videos,
the average rate of accuracy and the overlap index obtained
by the segmenter proposed by Osman et al. [29] increased
considerably to 99.02% and 0.61, respectively.

After the removal of those two videos, from the 18 videos
used to test the recognition of words, 422 samples words
(image sequence) were extracted. It is worth mentioning that
there is only one sample of each of the 30 words in each of the
videos, totaling 540 samples. But from these 540 samples, 118
presented problems during the segmentation, which made the
tracking stage unfeasible. So, to test the recognition of words,
422 samples were used, with an average of about 14 samples
per word. To evaluate the classifier, the 2-fold cross-validation
technique was used. The system correctly recognized all the
422 samples, obtaining an impressive 100% accuracy for these
422 signals which were well segmented automatically.

It is therefore worth highlighting that, from the original 600
samples words, the developed system was able to correctly
segment 422 (70%). From these 422 words, the recognition
system was able to correctly recognize all of them, despite
the chosen signs having superpositions of hand configurations
and movements.

VI. CONCLUSION

In this paper, we implemented and evaluated a promising
strategy to automatically recognize BSL signs from video
sequences, using a combination of digital image processing
techniques, the Levenshtein distance technique and a voting
scheme with a binary classifier to carry out the recognition.

The proposed system performs the recognition of the signs
using only hand configuration, orientation, point of articulation
and movement as parameters. Thus, as future work, a possible
evolution would be to incorporate non-manual expressions, an
important parameter in sign language recognition which, until
now, has been little used in the works of sign recognition found
in the literature.

We notice that the pre-processing techniques used before
the segmenter substantially improved its results. The proposed
strategy to segment ROI in the images sequences obtained an
average accuracy rate greater than the rates found in reviewed
papers [7], [17], which use considerably more complex tech-
niques than those used in this work to segment the images.

It is believed that all stages of the proposed system, in-
cluding the comparison between segmentation strategies based
on machine learning, are contributions for future work in the
sign language recognition area. Moreover, as an additional
contribution, we expect the image database built, which is
available by contacting the authors, can be used by other
researchers.
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