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Abstract—This paper presents a comparison between the K-
NN (K-Nearest Neighbors) and SVM (Support Vector Machine)
methods for classifying emotions. The database contains a set
of 568 images of faces expressing 22 emotions. Classification is
carried out in such a way as to classifying these 22 emotions
as well as two other sets of categories, namely valence (positive
and negative emotions) and the so-called six basic emotions (joy,
sadness, fear, surprise, disgust, anger). Different sets of features
were tested (statistics of histograms of regions of interest - mouth
and eyes - and distances between characteristic points on the
face) as well as different configurations of input parameters for
training the classifiers in order to achieve the best performance.
The results of the three experiments reveal accuracy values
ranging from 79% to 90% for the K-NN classifier and from
88% to 94% for the SVM classifier.
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I. INTRODUCTION

Work by Field et al. [1] has shown that neonates can imitate
and discriminate expressions of joy, sadness and surprise.
Recently, Peltola et al. [2] has shown that 7-month infants are
able to make cognitive associations of fear expression from a
specified signal of threat. This suggests that expressing and
recognizing facial emotions are part of our most primitive
skills.

In fact, some studies on non-human emotions such as
Plutchik [3] and the studies on facial expressions by Ekman et
al. [4] collected several pieces of evidence on the existence of
six basic or discrete emotions. The survey of Cornelius [5] lists
happiness, sadness, fear, anger, surprise and contempt/disgust,
whereas Shaver et al. [6] lists love, joy, surprise, anger, sadness
and fear, based on an experimental study with three different
cultures. In this paper, we only considered the list of the six
basic emotions [4].

One of the main theoretical frameworks for studying emo-
tions is the cognitivist approach (see [5] for a survey), which
states that the emotional experience depends on a mechanism
of appraisal by the perceiving subject. This notion of appraisal
is close to the idea that emotions are tendencies to action[7].
The cognitive approach is related to several other studies on
an variety of appraisal dimensions like pleasantness (valence),
control, certainty, responsibility and effort, which underlies
the expression of emotions. Nevertheless, Schlosberg [8] and
Osgood et al. [9] have shown that only three dimensions ex-
plain most part of appraisal variance revealed by the subjects:

activation, valence and attention/rejection. Valence is related
to the pleasantness of a emotion, which is generally referred
to as positive (pleasant) or negative (unpleasant). The pro-
posal by Ortony, Clore and Collins [10] associated cognitive
meaning to logical consequences related to the valence of an
appraisal process. The so-called OCC model comprehends a
set of 22 emotions: happy for, joy, hope, satisfaction, relief,
pride, gratification, gratitude, admiration, love, pity, sadness,
fear, resentment, fears confirmed, shame, reproach, remorse,
gloating, disappointment, disgust and anger.

In this paper we present the results of three classification
experiments: one using the 22 original emotions, another one
using 6 basic emotions reclassified from the 22 proposed
emotions and the final experiment reclassifying the original
set into positive and negative emotions (valence-based only).

In a recent work by Olivera and Jaques [11] the six
basic emotions were classified using a neural network, which
allowed a hit rate from 63.33% to 89.87%. The database was
formed by low-resolution video images. Regarding valence-
based-only classification, Holkamp [12] classified valence
using facial expressions of TV-viewers. It is reported a clas-
sification rate of 66% using Support Vector Machines (SVM)
for a specific dataset. The work by Sohail and Bhattacharya
[13] used 15 SVMs built with a kernel radial basis function
to reach a classification rate from 85% to 89% depending on
image resolution.

This paper aims at classifying a set of images extracted
from videos of facial expressions displaying 22 different
emotions. From this set, a first classification according to
valence was done (positive and negative). Then, a classification
in 22 emotions was carried out according to the proposal in
Ortony, Clore and Collins [10]. Finally, a selection of images
representing the 6 basic emotions is used for testing.

The first step was the extraction of 64 features from the
facial expressions. These features were organized into three
sets. First, a set of 22 features was obtained from the des-
criptors of pixel histograms in two regions of interest (mouth
and eyes). The second set was obtained from LBP (Local
Binary Pattern)-based texture features, which also formed by
22 features. Finally, 20 distances from characteristic points
on the face were used as features, from the work by [14].
The sets were never used simultaneously for training. Thus,
only 42 features were used for training in two experimental
settings. First, 22 features of regions mentioned above plus the



20 distances, in a second experimental setting, 22 features of
LBP plus 20 the distances.

The second step was the classification itself. The K-NN
(k-Nearest Neighbor Learning) and SVM (Support Vector
Machines) were used. The PCA (Principal Component Anal-
ysis) was used to reduce dimensionality. For feature selection,
Decision Tree and Random Forest techniques were used. We
compared the results accuracy values for both SVM and K-NN
classifiers from the same set of features.

II. METHODOLOGY

According to Duda et al. [15] a pattern recognizer or
classifier are usually built with the following stages: database
collection, pre-processing, feature extraction, classification and
assessment. The database is a set of samples to be classified,
whereas the pre-processing is the stage where the samples
can the prepared for a better performance during training.
Some of the techniques at this stage are normalization, noise
reduction, identification of regions of interest. The follow-
ing stage, feature extraction, is a new representation of the
previous data. For a better performance in classification, it
is important to discard redundant or irrelevant features. This
trimming operation increases generalization ability, reduces
the computational complexity as well as the time during the
training phase. In the following, a classifier is used for training
where data is used for associating samples to categories in
the most efficient way. In the last stage, assessment the
performance of the classifier is measured in a test set, not
previously used for training.

A. Database of Facial Images

A database of facial images, called CH-Unicamp, was built
by Costa in [14]. CH-Unicamp is an annotated database of
expressive visemes (visual phoneme images) played by a
female actress whose 2D frontal face images were retained
for analysis. The image frames were extracted from video
recordings of the actress playing different dialogue situations.
In these dialogue situations, the character played by the actress
is talking with emotion to one or more imaginary characters.
Each dialogue situation was designed to elicit one of the 22
emotions described by the OCC model [10].

The actress was filmed in a TV studio (HD 1920x1080
pixels, NTSC 29.97 fps), in front of chroma-key background,
without markers, makeup or accessories in her head and face.

CH-Unicamp database is composed of 782 facial images
(22 OCC emotions + 1 neutral expression) and the x and y-
coordinates of 56 facial feature points associated to each image
of the database [14]. The coordinates of the feature points were
semi-automatically obtained and they were chosen to delineate
the facial “shape” including the eyebrows, the eyes, the nose,
the lips, the ears and the chin (Figure 1).

The database images were visually inspected and a subset
of 568 images was selected for the classification experi-
ments. Frames with neutral expressions and those that were
considered transitions of expressive states (thus not clearly
representing an emotion) were discarded.

Fig. 1. Example of image from CH-Unicamp database, including its 56
feature points

B. Pre-processing

The pre-processing of the images is described in [14].
The facial image shape was defined as being the set of
feature points around the contour of the eyes, the mouth, the
eyebrows and the nose. By doing so, it was possible to build
a vector as a result of the concatenation of all coordinates of
the characteristic points of the face. From this shape vector,
all images were aligned in such a way as to minimize the
differences in head movement across the facial images. This
alignment is necessary to obtain a better representation of
the points’ distribution. The distance between characteristics
points in the images were used as features in the stage of
classification.

For this work, it was also necessary to convert the original
color images into grayscale as well as to extract the regions of
interest (ROI) shown in Figure 2. We chose to work with the
regions of the mouth and the eyes because they are considered
more significant to detect emotions [14].

Fig. 2. Regions of Interest (ROI)

C. Features extraction

Three types of feature were used for feature extraction.
Statistics from the pixel histograms of ROI, statistics of
texture histograms in the ROI described by LBP (Local Binary
Pattern) and, finally, the Euclidean distance from character-
istic points on the facial image. Eleven statistical features
were used, which are: mean (mean grayscale value), variance
(variance of grayscale values), skewness, kurtosis, entropy,



mode (grayscale value with the largest occurrence), percentile
1%, percentile 10%, percentile 50% (median of the grayscale
value), percentile 90%, percentile 99%.

The Euclidean distances considered 20 distances from char-
acteristic points on the face, such as: the distances between
three points equally distributed on both eyebrows from a fixed
point on the nose (6 distances), the distances defining the
vertical and horizontal opening of the mouth (7 distances), the
distances between the closest points in the two eyebrows to
identifying frowning degree (1 distance), the distances defining
the motion of the eyes (6 distances).

It is important to observe that the LBP method analyses
the points around a central point by testing if pixel values
are greater or lower than this central point. If greater they are
changed into 1, if lower, they are changed into 0. From this
transformed image, histogram of the two ROI were obtained
for computing the statistical descriptors. For classifying, differ-
ent combinations of these three sets of features were evaluated.

D. Classification stage

During the classification stage, the set of data is split into
two subsets: a training and a test subset, for the classification
tests, two types of classifiers were used: K-NN and SVM. K-
NN (K-Nearest Neighbours) is a supervised classifier, which
stores the training samples for reference. Classification is done
by voting to the closest neighbors of a reference point. SVM
(Support Vector Machine) is a classifier whose goal is to find a
decision boundary between two classes, that is, to classify data
from two classes by building a separating hyperplane between
them. The test was performed with these two techniques
because they are widely used for computer vision. Besides
that, our objective is to evaluate their performance when
applied to the classification of emotions in the aforementioned
database.

III. EXPERIMENTS

The experiments presented here were based on a compar-
ison of the performance of the K-NN and SVM classifiers.
Both were tested with different combinations of the extracted
features, as shown in the results section. For both classifiers
we used the Grid Search function. This function searches for
the best parameters for the classifiers. This means that the
algorithm of the classifiers runs for each set of parameters for
allowing the grid search function to choose the best estimator.
For instance, the K-NN classifier was tested with the following
set of parameters: number of neighbors: [1, 2, 3, 4, 5, 6, 7];
the metric for computing the distance was the Minkowski
one (L1-norm and L2-norm). As for the SVM classifier,
the penalty parameter was tested with values of 1 and 10,
whereas the kernel tested were linear, poly and rbf. It is worth
mention that the grid search was used for the set Stratified
ShuffleSplit, which is a crossvalidation technique for which the
data set is split randomly into test and training subsets using
the respective proportion of 30% and 70% for the first two
experiments and the respective proportion of 20% and 80%
for the third experiment. This option makes less probable an

inappropriate split. Explanations of these parameters can be
found in [16].

The first experiment tested both classifiers (K-NN and
SVM) for splitting the categories according to valence into
positively and negatively-valenced images. From the best
result in this first experiments, two other experiments tested
the classification of 22 emotions according to the OCC model
as well as the six basic emotions proposed by Ekman.

IV. RESULTS AND DISCUSSION

The first experiment was made from the division of database
in valences (positive, negative). In the following table, the
accuracy values of all tests carried out for the valence classi-
fication are shown. The best parameters (neighbor and norm)
for the K-NN classifier are: k = 2, L1; k = 2, L2; k = 2, L2;
k = 4, L2; k = 4, L2; k = 6, L2; k2, L2; k = 4, L2; k = 2,
L2; k2, L1. These pairs of values follow the same order found
in TABLE I. It is possible to infer that the SVM classifier was
the best classifier in all tests carried out. Furthermore, the use
of distances between characteristic points in the face had a
significant role in the classification performance.

TABLE I
CLASSIFICATION RESULTS

Accuracy
Features K-NN SVM
Eyes 82% 88%
Lips 79% 84%
Eyes + Lips 82% 89%
Distances 88% 93%
All 89% 94%
LBP 84% 86%
LBP + Dist. 87% 93%
PCA 90% 93%
Decision Tree 89% 93%
Random Frst. 87% 93%

In fact, by using only distances as features in the SVM
classifier, an accuracy of 93% was obtained, whereas, by using
all the features combined (histogram descriptors of eyes and
lips + distances) only a 1% gain is obtained. The use of the
techniques of PCA, Decision tree and Random Forest did not
have an effect on the accuracy by using the SVM classifier.

The confusion matrix of this experiment is
(
83 4
8 67

)
. The

matrix shows that the method hit 83 images as positive, but
misclassified 4 images, classifying them as negative. Also it
hit 67 negative images, but it misclassified 8 as positive.

In Figure 3, the left image (admiration) was classified as
negative and the right image (anger) was classified as positive.
A possible reason for misclassification is the fact that the
former image has the eyes and the mouth closed and the
second is showing the teeth, which resembles a smile. Since
a 93% accuracy was obtained by using the distances only, we
retained this set of features only to perform the classification



Fig. 3. Cases of misclassification.

of the 22 emotions of the OCC model and the classification
of the 6 basic emotions.

Thus, the second experiment for classifying 22 emotions
allowed us to obtain a 34% value for the accuracy. In this
case, we observed high levels of confusion among emotion
expressions such as as happy-for, joy, satisfaction and hope or
anger and disgust.

For the third experiment, with six basic emotions, we used
the expression of admiration instead of surprise, for the lack of
the latter in the database and the closeness of the admiration
and surprise expressions. The obtained accuracy for this case
was 84%, using the distance as only features, as said previ-
ously. By analyzing the errors, we verified 5 misclassification,
where admiration was classified as sadness and disgust, joy,
as admiration, sadness as disgust and disgust as anger. When
admiration is removed from the categories to be classified,
we got 94% of accuracy for this set of five emotions, where
only 2 misclassification appear. One expression of sadness
was misclassified as joy, and one expression of disgust was
misclassified as anger.

V. CONCLUSION

This work presented an exploratory study regarding the
problem of classifying the valence and the emotion of ex-
pressive speech facial images, through the use of supervised
classification methods.

Two methods for classifying emotions were analyzed in
this work using facial expression images extracted from video
recordings of a female actress [14]. The K-NN and SVM
methods were used to classify emotional categories according
to valence, the six classic, basic emotions and the 22 emotions
of the OCC model. For doing so, only the regions around
the eyes and mouth were used to extract a set of 22 texture-
related features and their LBP-modified counterparts. Addi-
tionally distances between characteristic points on the face for
characterizing modifications in the eyebrows, eyes and mouth
expressions were used.

It was possible to conclude that the use of distances between
characteristic points on the face provided promising results
for the classification of valence and emotions, given a small
set of stereotypical emotions. However, the discrimination of
complex emotions, with subtle differences in facial expressions
is a challenging problem.

This result is compatible with the literature reviewed above,
although it is not easy to compare with, given differences
in databases. The verification of which expressions were
misclassified suggests the kind of generalization the automatic
method is performing. In one of the anger expressions, the
teeth are shown and the eyebrows are raised, which was
predicted as a positive emotion.

Future work includes the study of other faces’ regions
for improving such classification as well as the analysis
of sequential frames to recognize the emotion label of an
expressive speech video excerpt.
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