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Abstract—Mammographic Computer-Aided Diagnosis systems
are applications designed to assist radiologists in diagnosis of
malignancy in mammographic findings. Most methods described
in the literature do not perform a proper preprocessing step in
mammographic images prior to classification, which can generate
inconsistent results due to the potentially large amount of noise in
medical images. This paper proposes a new method based on In-
formation Theory and Data Compression for detection of random
noise in image bit planes. In order to validate the efficiency of
the proposed noise removal method, we used Machine Learning
algorithms to classify mammographic findings from the Digital
Database for Screening Mammography. Results using texture
features indicate that a reduction in the radiometric resolution of
4 or 5 bit planes in digitized screen film mammographic images
result in a better classification performance.

Keywords-noise detection; mammogram classification; infor-
mation theory; data compression

I. INTRODUCTION

Breast cancer is the most common type of cancer among
women and it is responsible for one of the largest mortality
rates, second only to lung cancer [1]. Tan et al. [2] estimates
that one in eight women will develop breast cancer in her life
time. According to Li, Williams and Bottema [3], generally
the incidence rates of breast cancer are higher in developed
countries than in developing countries, but the incidence
has increased in most regions over the last few decades,
mainly in developing countries. Although breast cancer has
a good prognosis, high death rates are mainly related to late
diagnosis [4]. Thus, research in development and improvement
of detection and diagnosis methods for breast cancer on early
stages is essential.

Clinical breast exam, ultrasound imaging, magnetic reso-
nance and mammography are some of the detection methods
used to detect breast cancer. Currently, mammography is the
most effective tool for early detection of breast cancer [5].
A screening mammogram is a grayscale image and usually
has 12 to 16 bits per pixel (b/p) of radiometric resolution.
This large number of bits per pixel is required to represent
all the information captured in the exam and facilitate the
identification of possible nodules. Analysis of mammograms
is an error-prone task, as factors like fatigue, distraction and
poor experience of the radiologist can lead to unnecessary
biopsies or wrong diagnosis [6, 7], as only about 20% to 50%

of patients referred for biopsy are found to have a malignancy
[8].

Since the 1970’s, many studies [9, 10, 11] have assessed
through statistic evaluation the efficiency of mammographic
screening in preventing breast cancer mortality. According
to Berry et al. [10], the decrease of 24% in mortality rate
of breast cancer patients observed between 1990 and 2000
is likely explained by early detection techniques based on
mammographic imaging and advances in treatment.

Computer-Aided Diagnosis (CAD) systems are applications
that assist radiologists in classification of possible nodules
or others abnormal findings. Generally, mammography CAD
systems are developed with the objective of exposing relevant
findings in mammograms, extract useful diagnostic character-
istics and apply Machine Learning algorithms to classify the
findings, like malignant and benign nodules or microcalcifica-
tions. For CADs to achieve good results, besides obtaining
relevant descriptors from image sets, they should execute
proper preprocessing steps in biomedical images. Jalalian et
al. [5] defines the preprocessing step as one of main stages in
CAD system.

In order to obtain acceptable performances and be useful
to physicians, CAD systems should be validated with dif-
ferent databases. The mammographic image database most
frequently used in literature is the Digital Database for Screen-
ing Mammography (DDSM) [12] due to its vast amount
of images spanning several scanners, complete annotations,
Region of Interest (ROI) delimitation for each finding, pres-
ence of anatomopatological data and to the fact that it is
publicly available on the Internet. Screen films were used in
the original acquisition process for DDSM images, which were
later digitized. The acquisition process for Full Field Digital
Mammography (FFDM) – which comprises the current state-
of-the-art in mammographic imaging – consists of mapping
intensities detected by photosensitive cells directly to electric
impulses without any analogical middle step. This process
potentially reduces the amount of noise generated in the
digitization of x-ray data originated from these mammograms.

Many papers describing methods for detection and diagnosis
of breast nodules use the DDSM but do not perform any
preprocessing step or simply apply a scalar quantization on the
data without proper statistical evaluation. Dhungel, Carneiro



and Bradley [13] use the DDSM but do not perform any
preprocessing technique on the data. Li, Williams and Bottema
[3] describe their preprocessing steps but do use any noise
removal method. Chen, Lan and Ren [14] developed and
tested a CAD system with images from the DDSM, however
proper preprocessing was not performed. Rehman, Chouhan
and Khan [15] used contrast enhancement and applied a mean
filter with a 5x5 mask, which can insert artificial artifacts
in images, hampering analysis through the use of texture
features. Vieira et al. [16] proposed a denoising algorithm
for quantum noise reduction in digital mammography using
Wiener filtering.

The main contribution of this paper is the description and
validation of a method for detection and removal of noise
in biomedical images. Our methodology was validated as a
preprocessing step for automatic malignancy classification of
breast nodules in mammograms using texture features. The
proposed technique is based on Information Theory and Data
Compression and was tested for the classification of masses
extracted from images in the DDSM dataset. The presented
low cost methodology may be used as a preprocessing step for
other mammographic CAD systems based on texture features
and should be extensible for other areas of biomedical image
processing and general purpose image processing. The other
sections of this paper are organized as follows: Section II
describes the proposed methodology for noise estimation;
Section III introduces the classification method comprising the
texture features and Machine Learning algorithms used in our
analysis; Section IV shows the empirical results originated
from our test procedure and discusses them; and, at last,
Section V presents our conclusions about the results.

II. INFORMATION THEORY-BASED NOISE ESTIMATION

The high radiometric resolution in mammograms – usually
ranging between 12 and 16 b/p – may contain Bit Planes (BPs)
with useless information, potentially hampering the extraction
of texture features from these images. Random pixel intensity
variations introduced by the noisy channel may be mistaken
as the inherent texture variabilities of mammographic images,
which can lead to errors in malignancy classification. While
BPs near the Most Significant Bit Plane (MSPB) show highly
correlated samples and complex patterns, BPs closer to the
Least Significant Bit Plane (LSBP) exhibit mostly randomness.
Visual analysis of digitized mammographic images often re-
veal the large amount of noise in the LSBPs of those images,
as show in Fig. 1, which only starts to show recognizable
patterns after Fig. 1(f).

A. Information Theory

In order to isolate noise in mammographic images, a new
methodology based on Information Theory for BP random
noise detection was developed. While visual inspection is
useful to roughly detect noisy BPs, a more thorough statistical
analysis is necessary to correctly assess the amount of BPs
corrupted by noise. Information Theory [17] provides an
objective measure of the amount of randomness in a message
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Fig. 1. BPs of mammographic ROI extracted from the DDSM. (a) LSBP.
(b)-(k) Intermediary BPs. (l) MSBP.

emitted by a given source. The information Ixi of a symbol xi
represented in the base b with probability P (Xi = xi) = pxi

is given by:

Ixi
= logb (pxi

) b-based digits. (1)

Information may be understood as the number of b-based
symbols necessary to encode xi. As computers use binary
encoding, information is often expressed in bits, therefore
Eq. 1 for binary digits is rewritten as:

Ixi
= log2 (pxi

) bits. (2)

The entropy H (X) of a message X is defined based on
the probabilities px1 , px2 , ..., pxn for the occurrence of the
symbols x1, x2, ..., xn and their respective values of Ixi

. The
calculation of the entropy H for the message X is given by:

H = −
n∑

i=1

pxi
Ixi

= −
n∑

i=1

pxi
log2 (pxi

) bits/symbol. (3)

Alternatively to the entropy, one can understand the ran-
domness of a message in terms of its Compression Ratio (CR)
after compacted by a compression algorithm. Performing an
analysis using CR is equivalent to evaluating the entropy of
a message, as the compression performance of a lossless data
compression algorithm is bounded by the message’s entropy.
CR is calculated as follows:

CR =
M

m
, (4)

where M represents the size (in bits) of the original message
and m is the size after compression. Higher values of H result
in lower values of CR. A CR of 1:1 means that the message
could not be compressed any further, implying that the original
message was already encoded using the least amount of bits



allowed by its entropy. Therefore, for a message composed of
a string of random symbols, CR ≈ 1:1.

In order to compare CRs, one should take into account
the performance of the compression algorithm when fed a
string of random values of the same size, as most state-of-the-
art compression schemes achieve slightly suboptimal codes.
One should expect a significant statistical difference between
average CRs of a randomly generated sample of binary values
and an actual set of binary samples obtained from a BP
extracted from an image.

B. Hypothesis Testing

According to the definitions presented in Section II-A, it
is possible, then, to define a methodology based on statistical
hypothesis testing to evaluate differences between CRs:

For α = 0.0025 and two paired samples A and B of
CRs, where A was obtained from the compression of a set of
BPs from mammographic images and B was calculated after
compression of random strings of 0’s and 1’s, the following
one-tailed hypothesis test for paired difference of mean values
is proposed:

H0 : µA = µB

H1 : µA > µB .

In this setup, the confidence level (p-value) of the hypothesis
test is p = 99.75% and the limit for the z-score in order to
reject H0 is the value 2.8070. The p-value must be empirically
tested in order to adapt to the amount of noise in the dataset.

While it is not correct to assume similar distributions for
A and B when H0 is not refuted, it is possible to derive
a methodology for assessing noisy BPs using this approach.
When µA is not significantly larger than µB , the BPs that
generated A will be considered highly infected by noise and
statistically indistinguishable from random noise. In contrast,
when H0 is refuted, the BPs that originated A will be identified
as containing useful information. Due to the large number of
samples analysed in our tests, we used the z-test to validate
the hypothesis that the CRs from noisy BPs are statistically
indistinguishable from CRs obtained from the compression of
random noise.

C. Compression Algorithm

In order to analyse noise using CR, one should choose a
state-of-the-art compression algorithm, such as the Prediction
by Partial Matching (PPM) [18] scheme. The PPM algorithm
uses previous symbols read in the message to predict the cur-
rent symbol using a contextual model controlled by the param-
eter K, which represents the highest context the PPM uses to
encode symbols. Let the message X be composed of the values
x1, x2, ..., xn and each symbol xi be written using an alphabet
comprised of the words w1, w2, ..., wm. If a PPM is executed
with K = 1, for each ith sample Xi, instead of encoding the
probability P (xi = wa), the PPM will encode the conditional
probability P (xi = wa|K1), where K1 = {xi−1 = wb}. This
encoding shortens the number of symbols considered in the
calculation of the entropy H. If the current context Ki−1 = wb

was not encoded previously, the PPM encodes it using K = 0.
For K = 2 the probability encoded is P (xi = wa|K2) if
the context K2 = {xi−1 = wb ∩ xi−2 = wc} was previously
encoded. If K2 was not seen before, the PPM tries to encode
xi using the context K1.

The Binary Prediction by Partial Matching (BPPM) algo-
rithm – first described by Marques et al. [19] – simplifies the
data structure used to represent the contextual probabilities of
the classic PPM, allowing for an implementation using only
a small fraction of the memory cells needed by the original
algorithm. The static probability representation adopted by the
scheme also shortens the execution time for the codification
of each symbol, as the access to the probabilities becomes
random – that is, BPPM allows for direct access to the memory
position of the each symbol’s probability rather than a search
procedure, as performed by the classic PPM. This simple
implementation is possible because, while the PPM encodes
an input symbol as a whole, the BPPM encodes it one bit
at a time. Fig. 2 shows an example of the codification of a
message M containing the samples {15, 10, 7, 8, 5, 1, 0}, each
one with 4 BPs.

M →

BP[3] →

BP[2] →

BP[1] →

BP[0] →

M[0] M[1] M[2] M[3] M[4] M[5] M[6]

15 10 7 8 5 1 0

1

1

1

1

1

0

1

0

0

1

1

1

1

0

0

0

0

1

0

1

0

0

0

1

0

0

0

0

Fig. 2. BP coding sequence of a BPPM.

In Fig. 2, the first bit analysed is the one in row BP[3] and
column M[0], which feeds the probabilities in the contextual
modelling of the MSBP. The second bit analyzed by the
compressor is in row BP[2] and column M[0], using the table
of probabilities computed for this BP. The third and fourth
encoded bits are the ones in column M[0] and rows BP[1] and
BP[0] respectively. After all BPs of M[0] are encoded, M[1] is
passed to the BPPM, which processes the sample in the same
order from M[0]. Other samples are encoded sequentially until
the LSBP (BP[0]) of symbol M[6] is compressed.

As pointed by Brasileiro and Cavalcanti [20], a hardware
implementation of the PPM algorithm requires a preallocation
of all memory blocks for each symbol in the alphabet and all
possible contexts. Therefore, the number of memory cells TP
needed for the execution of a classic PPM scales exponentially,
according to:

TP = B

K∑
k=0

(
2W
)(k+1)

= B

K∑
k=0

2W (k+1), (5)



where W is the amount of bits used to represent each word,
B is the number of bytes used to represent integers in the
algorithm and K is the context size.

The BPPM scheme operates independently over the BPs of
the image, that is, ignoring correlations between BPs while
taking into account only the dependency between bits of the
same BP in neighbor samples. For each BP[n], with 0 ≤ n <
W , the BPPM creates a contextual probabilistic model. For
a context size K, each BP needs a number of memory cells
equal to twice the amount of possible contexts, one for the
probability of the bit 0 and the other for the bit 1. Therefore
the expression for the amount of probabilities stored by each
BP is 2×2K , or 2K+1, which may each one require an amount
of B bytes to represent. The total number of cells TB used
to represent all probabilities in the contextual modelling of a
BPPM is equal to:

TB = 2K+1WB. (6)

In Eq. 6, the word size W is a multiplication constant, while
in Eq. 5 it contributes exponentially to TP . The classic PPM
also requires memory cells for the modelling of all context
sizes (from 0 to K), while the BPPM only needs one level
of contextual modelling with size K. For instance, using the
parameters K = 2, B = 1 and W = 16 (216 = 65536 possible
symbols), TP = 2.815 × 1014 and TB = 128. This drop in
memory requirements allows for hardware implementations of
the BPPM.

Prediction-based compression methods like the PPM and
BPPM schemes provide, in addition to CRs close to the mes-
sage’s entropy, the possibility of CR analysis using different
contextual levels by changing the parameter K. This contex-
tual analysis allows for a more robust prediction, which grants
the schemes the ability to predict samples based on more
complex patterns. In other words, even if visual inspection
of BPs cannot detect complex contextual patterns hidden in
the binary image, they should be detectable by analysing the
CRs of a BPPM with large values of K and comparing them
to the CRs of a randomly generated sample.

III. EXPERIMENTAL SETUP

The classification procedure used in our tests is schema-
tized in Fig. 3. Firstly we extracted 160 randomly selected
mammograms from DDSM [21]. DDSM is composed of about
2,600 cases, each one containing two images from each breast:
a Craniocaudal (CC) and a Mediolateral Oblique (MLO)
view. Mammograms in this database are encoded as grayscale
images with 16 b/p, but most of them contain only 12 useful
bits of information. In addition to showing the diagnosis
confirmed by pathological and anatomical exam, DDSM also
contains metadata about all patients.

Mammographic ROIs are findings considered relevant by
a physician for the diagnosis of breast cancer. Asymmetries,
architectural distortions, masses, stroma distortions and micro-
calcifications are the most common types of mammographic
findings. This work will be focused on the study of masses
due to the fact that they are one of the most common findings

DDSM DATABASE 

ROI EXTRACTION 

CHARACTERISTICS SET  

Haralick 
Attributes 

Medical 
Diagnostic 

CLASSIFICATION  

Cross - 
validation 

 

Classifiers 

Fig. 3. Illustration of the sequence of steps for classification: ROI delimita-
tion, extraction of feature sets from ROIs and classification.

seen on mammography [12]. After the acquisition of the full
images, ROIs were extracted from the mammograms using the
ground-truths provided by the DDSM.

Automatic classification of mammographic findings in ma-
lignant or benign is a difficult procedure due to the low
contrast of images, the presence of noise and due to the
distortions inserted by microcalcifications and masses. Thus,
it is important to use texture characteristics for methods of
automatic detection and classification [11]. Many methodolo-
gies [11, 22, 23, 24] include Haralick descriptors [25] in
their feature sets for detection and classification of mammo-
graphic findings. Therefore, in our work 13 Haralick texture
features were extracted from each ROI. Prior to our noise
detection/removal method, the subset of images selected from
DDSM had initially 12 b/p. In order to analyse the influence
of noise in classification, Haralick features were extracted
from images after each consecutive BP removal. Thus, texture
characteristics are extracted from images with 12 b/p, 11 b/p,
10 b/p and so on until 4 b/p, resulting in 9 feature sets.

As presented in Fig. 3, the classification stage used Machine
Learning algorithms to classify between malignant and benign
images with cross-validation due to the relatively small num-
ber of images. Following the methodology adopted by related
works, like Acharya et al. [26], 10 folds were used. This
work uses the following classifiers implemented in the Sklearn
framework [27]: Naive Bayes (NB) [28], Support Vector Ma-
chine (SVM) [29], Decision Tree (DT) [30], Random Forest
(RF) [13] and a variation of Decision Trees, the Extremely
Randomized Trees (ET) algorithm [31].

Kernel functions can be specified for the SVM algorithm in
order to transform the data and allow for a linear separation
using an optimal hyperplane. The results in this paper were



achieved with linear kernel. The RF and ET algorithms have
the n estimators parameter that defines the number of trees
in their forests. This parameter was set to n estimators = 10.
The accuracies achieved using each classifier will be presented
in Section IV.

IV. RESULTS

Table I presents the z-scores for the hypothesis test de-
scribed in Section II for different BPPM contextual levels
and for the 8 LSBPs of DDSM mammograms. Green values
indicate the cases where H1 was accepted and H0 was
rejected, while red values show the results where H0 could
not be refuted. Means from the CRs of MSBPs present
significant differences from means of CRs computed from
the randomly generated BPs, while tests using 4 or 5 of the
LSBPs cannot refute H0. For these tests, only 141 images
from our sample of 160 images were used, as some ROIs
are located close to the borders of the mammogram and,
therefore, contain background, which would compromise the
results of the hypothesis testing by artificially enlarging the
CRs’ average values. In order to fill 16 bits (2 bytes), DDSM
images also present an unusual encoding wherein neighbor
pixel intensities are not encoded as neighbor integers, as shown
in [32]. Exploratory tests revealed the need for a mapping from
this uncommon encoding to the 4096 intensities of the 12
usable b/p in those images, that is, the interval [0..4095]. The
values did not completely fill the interval [0..4095] because
not all the 212 = 4096 possible pixel values were present in
the original DDSM images. The outlier CR values in the BP
2 are likely explained due to this histogram rescaling process,
which introduced statistical sampling artifacts into the BPs.
The p-value for the z-scores was empirically set to 99.75% in
order to ignore these outliers.

TABLE I
z VALUES FOR THE BPS OF 141 IMAGES FROM THE DDSM DATABASE

USING THE CONTEXTS K = 1, 2, 3, 4, 5, 10, 15.

k1 k2 k3 k4 k5 k10 k15
BP 1 0.54 0.40 0.16 0.16 0.08 0.01 -0.02
BP 2 2.72 1.71 0.97 0.61 0.33 0.05 0.08
BP 3 0.98 0.64 0.44 0.33 0.15 0.04 0.04
BP 4 1.77 1.01 0.61 0.37 0.17 0.05 -0.03
BP 5 3.22 3.01 2.55 1.92 1.36 0.20 0.19
BP 6 6.25 6.23 6.23 6.22 6.21 5.31 5.67
BP 7 11.51 11.65 11.74 11.77 11.78 11.48 11.08
BP 8 21.74 23.34 24.05 24.20 24.22 23.73 22.49

Visual analysis of Table I reveals the large gap between
the values of CRs for BPs 4 and 6. While the first four BPs
present z-values close to 0 – mainly for higher values of K
– the fifth BP already had two rejections of H0 for K = 1
and K = 2. This result means that, while BP 5 does not yet
present complex structures, it already contains an imbalance
in the distribution of 0’s and 1’s in most contexts of size 1
and 2, therefore CRs for K = 1 and K = 2 are significantly
larger than CRs generated randomly.

We performed two kinds of validations for our estimation of
noisy BPs previously to the extraction of texture features. The

first one was an analysis of average noise using the estimation
proposed in [33, 34], presented in Fig. 4. Visual inspection of
Fig. 4(a) indicate the nearly linear growth of noise when using
less than 9 BPs, while Fig. 4(b) shows the exponential nature
of noise growth considering 9 or more BPs.
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Fig. 4. NoiseLevels obtained from the algorithm described by Liu et al.
[33, 34]. (a) Linear scale. (b) Logarithmic scale.

The results shown in Table I match the estimation of Fig. 4,
with the benefit of having a much lower computational cost,
as the estimation technique introduced by Liu et al. [33, 34] is
vastly more time and resource consuming than the proposed
strategy. Mean and total runtimes for both Liu et al. [33, 34]
followed by a Wiener Filter [35] and our method for all 160
ROIs selected from the DDSM are shown in Table II.

The total runtime for the execution of BPPM in all images
using 7 different values for the parameter K is 1089 seconds,
or 6 times faster than the 6564 seconds taken by Liu et al. [33,
34]. Therefore, if processing time and/or memory consumption
are limited – as is the case of on-chip implementations – one
could easily embed our algorithm in a microchip and perform
the same z-score analysis with only one small context (e.g.,
K = 2) and one large context (e.g., K = 10), still obtaining
consistent results. Another advantage of our method is that,
once the number of noisy BPs is known using z-score analysis
for a given sensor, a simple pixel-wise quantization with order
Θ (n) can be performed in order to achieve noise removal of
a new image from the same sensor. In comparison, each new



TABLE II
RUNTIMES IN SECONDS OF LIU et al. [33, 34] + WIENER FILTER [35]

AND BPPM [19] + BP REMOVAL.

160 ROIs Mean Runtime per Image
Liu et al. [33, 34]

+
Wiener Filter [35]

6564 41.03

BPPM [19]
+

BP Removal

k1 155 0.97
k2 151 0.94
k3 152 0.95
k4 152 0.95
k5 152 0.95
k10 155 0.97
k15 172 1.08
Total 1089 6.80

image processed by [33, 34] needs to have its noise estimated
and processed by a Wiener Filter [35].

The second method used to validate the removal of noisy
BPs was an accuracy analysis from the Machine Learning
algorithms presented in Section III, as shown in Fig. 5. It is
noteworthy that most of those algorithms are non-deterministic
and therefore required replication steps to achieve good es-
timates for their accuracies. Each algorithm was executed 5
times and an average of their accuracies was computed. For
all classifiers in Fig. 5, the x-axis corresponds to the amount
of BPs maintained in the radiometric resolution of the images
and the y-axis presents the correspondent algorithm accuracy
in the task of assessing the malignancy of breast nodules.
The largest accuracies were achieved while using the SVM
and DT algorithms. SVM reached 88.73% when 8 BPs were
maintained and 89.31% when 6 BPs were preserved, while DT
achieved 88.92% when 7 BPs were maintained. The accuracies
achieved in our tests do not comprise the state-of-the-art of
breast nodule classification, however they serve as evidence
for the suboptimality of texture features in noisy channels.

As can be seen in Fig. 5, the accuracy of most algorithms
is larger when 4 or 5 LSBPs were removed from the DDSM
ROIs prior to texture extraction in our analysis. If more than
6 of the LSBPs are removed from the images, accuracies
tend to decrease. This effect is expected, as MSBPs tend to
store useful information, that is, data less affected by noise.
Fig. 6 shows the differences in accuracy when using the whole
images (12 b/p) and when using only 9, 8, 7 or 6 b/p. Visual
inspection reveals that when after the removal of 4 and 5 BPs
– leaving the images with 8 and 7 b/p respectively – almost
all classifiers achieved better accuracies, with the exception of
ET with 7 b/p. Although SVM and NB peaked when using
6 b/p, classifiers DT, RF and ET showed losses in accuracy,
indicating that the use of 7 or 8 b/p for these images results
in more consistent gains.

This paper’s results imply that texture-based classification
methods for DDSM images should perform a quantization
step to remove between 3 and 5 BPs previously to feature
extraction. Images acquired using newer imaging techniques
for mammography – as FFDMs and Computerized Radiogra-
phy (CR) mammograms – should present less BPs affected by
noise and, therefore, less BPs should be statistically indistin-
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Fig. 5. Accuracies of 5 Machine Learning algorithms using different numbers
of BPs. (a) SVM. (b) NB. (c) DT. (d) RF. (e) ET.

guishable from randomly generated noise.

V. DISCUSSION AND CONCLUSION

This paper proposes an investigation on the influence of
noise in malignancy classification of mammographic findings.
Even though breast cancer has good prognosis is most cases,
it is crucial to detect this disease in the early stages of its
development. Computer applications like mammography CAD
systems assist radiologists in detection and diagnosis of breast
cancer can be used as a second opinion. According to Moreira
et al. [12] DDSM is the database most used in literature.
However, mammographic images contain large amounts of
noise and many works [3, 13, 14, 15] do not perform proper
noise removal preprocessing.

In order to analyse the amount of noise from biomedical
images, we developed a new method based on Information
Theory and Data Compression for BP random noise detection
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Fig. 6. Differences of accuracies for 5 Machine Learning algorithms. Gains in
accuracy when removing BPs are shown in green while losses are represented
by red stacker bars. (a) 12 b/p vs. 9 b/p. (b) 12 b/p vs. 8 b/p. (c) 12 b/p vs.
7 b/p. (c) 12 b/p vs. 6 b/p.

and removal. The method was validated using the noise
assessment method NoiseLevel [33, 34] in DDSM images. A
second validation to our results was performed using Machine
Learning algorithms on quantized images and analysing their
accuracies. Fig. 5 shows gains in accuracy of classifiers as
the radiometric resolution is reduced by removal of LSBPs,
confirming the negative influence of noise in DDSM images
with 12 BPs. However, tests wherein more than 5 BPs were
removed presented drastic decreases in accuracy for most
algorithms, implying that important texture data is lost with
the removal of these BPs.

One advantage of our method, when compared to other
state-of-the-art noise removal strategies like Vieira et al.
[16] is that BP removal – which can also be understood as
a scalar quantization – do not insert artificial information
on pixels, but instead only removes noisy, unnecessary and
potentially hampering data. In addition, many strategies do
their processing steps in the frequency domain, while all our
algorithm is executed in space domain, lowering its compu-
tational requirements. Therefore, if our noise removal method
needs to be executed in an embedded system, as a camera or
mammographic scanner, all its stages are friendly to hardware
implementation. Discarding BPs highly infected by random
noise also has the indirect beneficial effect of compressing the
image without losing important information.

The methodology proposed in this paper showed evidences

that corroborate the necessity of reduction in radiometric res-
olution in noisy digitized mammograms. Future works include
validation of the proposed methodology in other datasets,
mammographic imaging techniques and scanners; and in other
types of biomedical data, as images obtained from Mammary
Tomosynthesis, Magnetic Resonance Imaging, Computerized
Tomography and temporal signals, as Electrocardiograms and
Electroencephalograms.
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