
Single Sample Face Recognition from Video via
Stacked Supervised Auto-encoder

Pedro J. Soto Vega∗, Raul Queiroz Feitosa∗†, Victor H. Ayma Quirita∗, Patrick Nigri Happ∗
∗Pontifical Catholic University of Rio de Janeiro, Brazil

†Rio de Janeiro State University, Brazil
{psoto, raul, vhaymaq, patrick}@ele.puc-rio.br

Abstract—This work proposes and evaluates strategies based
on Stacked Supervised Auto-Encoders (SSAE) for face represen-
tation in video surveillance applications. The study focuses on the
identification task with a single sample per person (SSPP) in the
gallery. Variations in terms of pose, facial expression, illumination
and occlusion are approached in two ways. First, the SSAE
extracts features from face images, which are robust to such
variations. Second, we propose methods to exploit the multiple
samples per persons probes (MSPPP) that can be extracted from
video sequences. Three variants of the proposed method are
compared upon HONDA/UCSD and VIDTIMIT video datasets.
The experimental results demonstrate that strategies combining
SSAE and MSPPP are able to outperform other SSPP methods,
such a local binary patterns, in face recognition from video.
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I. INTRODUCTION

Face recognition with a Single Sample per Person (SSPP)
[1], [2] in the gallery is the most common scenario for facial
recognition systems. The gallery is typically a set of good
quality frontal images in neutral expressions. In contrast,
probe images vary in a number of ways (pose, expression,
occlusion, illumination, etc.). This is particularly challenging
for face recognition from video. In surveillance applications
for instance, face images are captured under uncontrolled
conditions, mostly without the cooperation of the person being
identified. In consequence, probe images are often affected
by occlusions and variations in pose, illumination and facial
expression combined with low video quality.

To face this challenge several mathematical models to
represent compactly facial images under adverse conditions
have been proposed. The commonly used subspace analy-
sis methods for face representation, like Eigenfaces [3] and
Fisherfaces [4], are not suitable for SSPP applications since
they require a large number of training samples. However,
the usage of manually generated virtual faces [5] or external
datasets [1] makes possible the extension of the traditional face
representation methods to the SSPP scenario. The performance
of the face recognition systems based on these methods is still
unsatisfactory for real data.

Recognition systems based on local feature representations
like Local Binary Pattern (LBP) [6] and Local Phase Quan-
tization (LPQ) [7] may achieve good results under certain
adverse conditions like illumination variations. However, their

performances decrease under occlusion and strong pose and
facial expressions variations.

In the last years, Deep Neural Networks have been success-
fully applied for image representation [8] [9] [10] [11] [12].
Recently denoising auto-encoders [11] have been used to build
this kind of neural networks.

Motivated by the success of denoising auto-encoders, Gao
and co-workers. [13] introduced a novel solution for SSPP
face recognition. They proposed the Stacked Supervised Auto-
Encoder (SSAE) that treats facial images with pose, facial
expressions, occlusions and lighting variations as noisy data,
whereas the clean data is taken from frontal, occlusion free
images, in neutral expression with uniform illumination.

The SSAE aims to produce face image descriptors that
are robust against the aforementioned variations. The reported
results indicate that this approach outperforms alternative
image representation techniques for static images datasets with
manually annotated landmarks and face alignment. However, if
an automatic face detector, like Viola & Jones [14], is applied,
the performance might decrease considerably [13].

In this paper we propose and evaluate SSAE based strategies
for face recognition from video sequences. Usually, surveil-
lance systems are able to track a face through the video. The
set of facial image instances collected this way forms what
we call multiple samples per person probes (MSPPP). In this
study we investigate how MSPPP can be exploited in order to
offset the negative effects of the low quality video images in
surveillance applications.

The objective of this paper is threefold. First we evaluate
SSAE upon still images collected from video sequences.
Second, we evaluate SSAE for face images detected and
annotated automatically, instead of manually as in [13]. Third,
we propose and evaluate three strategies to exploit MSPPP
for surveillance applications. We further report experiments
carried out on two public video datasets to demonstrate that
MSPPP can compensate for the deleterious effect of low
quality video images in surveillance applications.

The rest of this paper is organized as follows. An overview
of related works in the SSPP scenario is presented in Section
I-A. Section II describes succinctly some techniques under-
lying our proposal. A detailed description of the proposed
extensions of SSAE for video based face recognition is the
subject of Section III. The experimental analysis, is reported



in Section IV. Section V summarizes the main conclusions
and indicates future directions.

A. Related work

Face representation is an important issue in face recognition.
A good face representation must preserve relevant information
of facial images and be robust to changes in appearance.

Methods based on subspace analysis, like Eigenfaces [3] and
2DPCA [15], are well-known by their effective and efficient
face representation. However, they are not suited to SSPP face
representation due to the limited number of available training
images to estimate the projection matrix.

In order to make such approaches more adequate for SSPP,
Projection-Combined PCA [16] and Enhanced Projection-
Combined PCA [17] have been proposed, taking advantage of
some synthetic faces generated by different methods. Artificial
images can be created by adding noise to clean images samples
or by applying different geometrical transformations on the
whole image or on its patches [4] [5] [18] [19] [20]. All these
approaches slightly improve the original methods they derive
from, but the gain is still modest.

Hand-crafted face descriptors like Local Binary Pattern
(LBP) [6] get a feature descriptor that allows for good results
under certain adverse conditions like illumination variations,
but their performance decreases substantially for non-frontal
images and under occlusion. Recently, with the emergence of
the deep learning, a new approach called Deep Lambertian
Networks, proposed by Tang et al. [21], presented a good per-
formance in SSPP setting, by extracting illumination invariant
features. However, the method does not handle other variations
like expressions, pose and occlusions.

Continuing on the deep learning research, the auto-encoders
[22] became a frequent used building block in deep neural
networks and a range of different ways of employing them
for image representation have emerged in the recent years.
Vincent et al. [11] proposed the denoising auto-encoder, which
enhances the original auto-encoder concept by training the
network with manually corrupted inputs. Rafiai and co-authors
[23] enhanced the auto-encoder robustness to noise using
different loss functions [24]. Zou and co-workers [25] used the
pooling operation after the reconstruction ICA [26] encoding
process and enforced the pooled features to be similar for
instances with the same class label. Although these works have
brought some improvements, they still fail to handle all vari-
ations of face images, especially in surveillance applications.

This scenario motivated Gao and co-workers [13] to propose
a supervised auto-encoder that treats images with pose, facial
expressions, and lighting variations or occlusion as noisy data.
As clean data (gallery images) a frontal single image with
homogeneous lighting conditions, no occlusions and neutral
facial expression is taken. For static images, where the faces
were manually cropped and aligned, the method achieved
high recognition rates, but the performance decreased for
faces detected automatically. This is a major hindrance for
recognition from video sequences, whose images typically
present low quality.

In this context, many techniques have been proposed in
order to take advantage of multiple image instances of the
same person in videos. Hayat et al. [27] perform a majority
voting scheme considering all the frames from a video. With
the same purpose of exploiting MSPPP Xiaoming et al. [28]
propose a method based on Hidden Markov Models (HMM),
whereas Kuang-Chi et al. [29] rely on a Bayesian approach.

Driven by the relative success of the aforesaid proposals in
the following we describe and evaluate SSAE based strategies
to exploit MSPPPs available in surveillance applications.

II. FUNDAMENTALS

A. Auto-encoders

Basically, an auto-encoder is an unsupervised neural net-
work that creates a compact data representation from which
the original data can be accurately reconstructed. It usually has
two parts: an encoder and a decoder [30], often implemented
by a single hidden layer network.

The encoder, denoted as f , maps the input data x ∈ Rd,to a
compact representation z ∈ Rr through the activations of the
r neurons in the hidden layer, whereby r < d. The function f
has the form:

z = f(x) = s(Wx+ b) (1)

where W ∈ Rrxd is the matrix containing the learned coeffi-
cients of the non-linear transformation, b ∈ Rr denotes the bias
and s(·) is the so-called ‘element-wise activation function’,
which is usually non-linear functions, such as the sigmoid or
the hyperbolic tangent.

The decoder, denoted as g, aims at mapping the represen-
tation z back to the input x, formally:

x̂ = g(z) = s(Ŵz + b̂) (2)

with Ŵ ∈ Rdxr being the matrix of non-linear transformation
coefficients and b̂ ∈ Rd the reconstruction bias.

The parameters W, b, Ŵ and b̂ are determined by minimiz-
ing the loss function:

[
W ∗, b∗, Ŵ ∗, b̂∗

]
= min

W,b,Ŵ ,b̂

N∑
i=1

‖xi − g(f(xi))‖22 (3)

where xi corresponds to the ith out of N training samples.
Equation 3 can be solved by gradient descent methods.

B. Face Representation using denoising auto-encoder

The so called denoising auto-encoder is a variant of auto-
encoders with the ability to learn the distributions of the noise
present in the input data, and to reproduce its corresponding
uncorrupted version [11].The training set for a denoising auto-
encoder is built by adding noise to a clean data. The auto-
encoder is trained so as to produce for a noisy input data an
output as close as possible to the corresponding noise free
data. Denoting the clean data as x and the corrupted data as
x̃ the eq. 3 can be rewritten as follows:



[
W ∗, b∗, Ŵ ∗, b̂∗

]
= min

W,b,Ŵ ,b̂

N∑
i=1

‖xi − g(f(x̃i))‖22 (4)

C. Face Representation using Stacked Supervised Auto-
encoders

By and large, gallery image samples of real applications
consist of frontal faces with uniform illumination and neutral
expression with no occlusion. In contrast, these properties gen-
erally do not hold for probe images. Building upon the auto-
encoders rationale Gao and co-authors proposed the Stacked
Supervised Auto-encoders (SSAE) [13] for face represen-
tation. It treats a gallery image of a person as clean data
and all its variants in terms of pose, illumination, expression,
occlusion, etc., as corrupted data. Like the denoising auto-
encoder, SSAE is trained so as to produce for any image from
a person its clean counterpart.

Denoting each corrupted image as x̃i and its clean version
as xi(i = 1, ...N), the network is trained to reproduce at the
output an image x̂i as close as possible to its clean version.
Then the loss function can be defined as:

[
W ∗, b∗, Ŵ ∗, b̂∗

]
= min

W,b,Ŵ ,b̂

1

N

N∑
i=1

(‖xi − g(f(x̃i))‖22+

λ‖f(xi)− f(x̃i)‖22) + . . .

. . .+ λwdJwd + λspJsp
(5)

The first term on the right hand side of eq. 5 is the recon-
struction error. The second term is the similarity preservation
term, which aims at forcing face representations of the same
person, f(xi) and f(x̃i), to be similar to each other. The
relative importance of these terms is tuned by λ. The third
term where Jwd is the weight decay penalty term that favors
small weights values, whereby given by λwd is a regularization
coefficient and Jwd is the sum of the squared Frobenius norm
of both weight matrices [27]:

Jwd = ‖W‖2F + ‖Ŵ‖
2

F (6)

It is usual to tie both weight matrices by imposing Ŵ =
WT .

The fourth term is the sparsity constraint defined by the
product of the coefficient λsp and the Kullback-Leiber diver-
gence (KL divergence) [13] given by:

Jsp = KL (ρx||ρ0) + (ρx̃||ρ0) (7)

where:

ρx =
1

N

∑
i

f(xi)

ρx̃ =
1

N

∑
i

f(x̃i)

KL (ρ||ρ0) =
∑
j

(
ρ0 log

(
ρ0
ρj

)
+ (1− ρ0) log

(
1− ρ0
1− ρj

))
(8)

In order to build a deep neural network, Gao and co-authors
[13] proposed to replicate this scheme in multiple layers.
Training is carried out in a layer wise manner. Once a network
has been trained according to eq. 5, the feature it produces for
the same training data serve as clean and corrupted data to
train the next layer. This is repeated until the final layer has
been trained. The authors further determined empirically that
no substantial performance gain is attained by more than two
layers.

Fig. 1 helps understanding the SSAE architecture, the train-
ing and feature extraction procedures. The images on the left
represent the training images. The gallery sample (clean data),
on the top-left, is frontal, occlusion free, well illuminated and
has neutral expression. The test samples (corrupted data) might
contain occlusions, lighting variations and non-neutral facial
expressions. A compact representation of the training process
is exhibited in the middle of Fig. 1. It is done in two sequential
steps, as mentioned before. The symbols f1 and f2 refer to the
encoder functions of the first and second layer, respectively.
Similarly, g1 and g2 refer to the decoder functions of the first
and second layer.

It should be noted that eq. 5 includes the weight decay
following [27], thought it was not present in the original SSAE
proposal [13].

A detailed description of the training procedure is given
in Algorithm 1. The training set is divided into clean and
corrupted face images, each labeled according to the person
represented in the image. The loss function in step 2 is
essentially the same given in eq. 5. It merely allows for
multiple corrupted versions of the same clean image.

Once the network has been trained, it can be used to
compute the features, or representation, of any test image, as
depicted on the right side of Fig. 1.

Fig. 1. The SSAE Achitecture

III. VIDEO BASED STACKED SUPERVISED AUTO-ENCODER

Face images collected from video often present low quality,
which conspires against the recognition. In addition, still due



Algorithm 1 Learning SSAE

Input: Gallery images Xtrain = {x(i)train} for i = 1, ..., Gtrain

Corrupted images X̃train = {x̃(j)train} for j = 1, ..., N

Corrupted image labels Ltrain = {l(j)train} for j = 1, ..

..., N where l(j)train may take values in the set {1, ...

..., Gtrain}
Number of hidden layer H
Reconstruction/Preservation coefficient λ
Regularization coefficient λwd

Initial weight matrices W (h), Ŵ (h) for h = 1, ...,H
Initial biases b(h), b̂(h) for h = 1, ...,H

1: For h = 1, ...,H do
/train the network

2:
[
W ∗, b∗, Ŵ ∗, b̂∗

]
← min

W,b,Ŵ ,b̂
Ψ

where : Ψ =
1

N

G∑
i=1

∑
j|l(j)=i

(‖x(i)train − g(f(x̃
(j)
train))‖

2

2

+ λ||f(x
(i)
train)− f(x̃

(j)
train)||

2

2) + λwdJwd

+ λspJsp

/save the weights and bias of current layer
3:

{
W (h), b(h)

}
← {W ∗, b∗}

4: If h < H do
/compute the representations at the current layer

5: For i = 1, ..., Gtrain do
6: x

(i)
train ← f(x

(i)
train)

7: end For
8: For i = 1, ..., N do
9: x̃

(i)
train ← f(x̃

(i)
train)

10: end For
11: end If
12: end For
Output:SSAE Model θ =

{
W (1), b(1), ...,W (H), b(H)

}

to the low image quality, detection algorithms, such as [14],
frequently fail to locate face fiducial points accurately bringing
about badly framed face images and degrading the recognition
rates even further.

This work investigates if these problems can be mitigated
by exploiting multiple image samples that can be extracted
from a person being tracked on a video sequence.

The recognition procedure is described in details in Al-
gorithm 2. Initially, the SSAE model comprising the weight
matrices and bias vectors estimated in the training phase is
loaded.

For a two layers SSAE the representation α(i)
gall of a gallery

face image x(i)gall,is computed by

α
(i)
gall ← s(W (2)s(W (1)x

(i)
gall + b(1)) + b(2)) (9)

for i = 1, ..., Ggall,where Ggall is the number of subjects in

the gallery.
The first time a person is detected in a video sequence,

a set δ(i)probe is created for each gallery entry (i) These sets
will accumulate the dissimilarities among that entry and the
upcoming face image probes.

The recognition itself can be executed at each new video
frame or only after the entire video sequence containing the
tracked person have been collected. In any case, if x̃probe is
a probe face captured at any frame, its representation αprobe

can be calculated by the same function on the right hand side
of eq. 9, specifically

αprobe ← s(W (2)s(W (1)x̃probe + b(1)) + b(2)) (10)

The dissimilarity between the probe image and each gallery
entry is calculated by a suitable function D(·), whose ar-
guments are the representations of the probe (αprobe) and
the gallery α

(i)
gall images. The values produced this way are

accumulated in δ(i)probe.
Based on the dissimilarity values accumulated along the

video sequence up to that point a function φ
({
δ
(i)
probe

})
determines the identity Lprobe of the person in the scene. In
this work we consider three formulations for φ(·):

Majority voting

For each frame the most similar gallery entry is determined.
The final identification falls upon the subject, who has been
considered the most similar one in most of the frames upto
the current frame.

Best score

For each gallery entry the lowest dissimilarity value is
determined. The identity is assigned to the gallery entry having
the lowest among the lowest dissimilarities.

Median score

For each entry, the median of the dissimilarity values is
computed. The probe is assigned to the gallery entry with the
lowest median dissimilarity.

IV. EXPERIMENTS

Two series of experiments were conducted in order to assess
the performance of the SSAE method on video sequences. We
took as baseline the method based on Local Binary Patterns
- LBP [6], which is a well-known model for SSPP scenarios.
In the following we describe the datasets used in the analysis,
the experimental protocol and finally the results.

A. Datasets

The experiments were executed using two video datasets
(Honda/UCSD [29] and VIDTIMIT [31]) and two static im-
ages databases (CMU-PIE [32] and Extended Yale B [33].

The Honda/UCSD1 dataset [29] contains 59 videos from 19
subjects. The number of frames per video sequence varies from

1http://vision.ucsd.edu/∼leekc/HondaUCSDVideoDatabase/HondaUCSD.html



Algorithm 2 Face Recognition from Video (SSAE+T)

Input:Gallery images set Xgall =
{
x
(i)
gall

}
, for i = 1, ..., Ggall

SSAE Model θ =
{
W (1), b(1),W (2), b(2)

}
1: For i from 1 to Ggall do

/compute the SSAE representation
2: α

(i)
test ← s(W (2)s(W (1)x

(i)
gall + b(1)) + b(2))

/initialize dissimilarity sets
3: δ

(i)
probe = ∅

4: end For
5: For each new probe image x̃probe do

/compute the SSAE representation
6: αprobe ← s(W (2)s(W (1)x̃probe + b(1)) + b(2))
7: For i from 1 to Ggall do

/compute the dissimilarity of the i − th gallery
entry

8: δ
(i)
probe ← δ

(i)
probe ∪D(αprobe, α

(i)
gall)

9: end For
/select the identity

10: Lprobe = φ
({
δ
(i)
probe

})
11: Output:Lprobe

12: end For

92 to 645 with a resolution of 640x480 pixels. The number of
face images per subject varies from 92 to 1,149. All videos
contain significant head rotations, large scale changes, partial
occlusions and considerable lighting variations.

The VIDTIMIT2dataset [31] comprises sequences with 43
subjects, each subject containing 3 video sequences recorded
in different moments. The average number of frames is approx-
imately 100 with a resolution of 512x384 pixels. The average
number of face images per subject is 300. In each video, the
person moves his head to the left, right, back to the center, up,
then down and finally to the center again. In VIDTIMIT pose
does not vary as much as in the HONDA dataset, expression
and lighting condition are roughly constant and there is no
occlusion.

The CMU-PIE3 dataset [32] contains 41,368 images of 68
subjects. For each subject, the images were taken under 13
different poses, 43 different illumination conditions and 4
different expressions. Each image has a resolution of 640x486
pixels.

The Extended Yale B4 [33] dataset contains 16,128 images
from 28 subjects under 9 poses and 64 illumination conditions.

Fig. 2 presents sample images of all four datasets. The
samples in Fig. 2 show that the Honda/UCSD is clearly
more challenging than VIDTIMIT in terms of pose and facial
expressions. Regarding the static image datasets, CMU-PIE
contains more pose variation than the Extended Yale.

2http://conradsanderson.id.au/vidtimit/
3http://www.ri.cmu.edu/
4http://vision.ucsd.edu/∼leekc/ExtYaleDatabase/ExtYaleB.html

(a) Honda/UCSD

(b) VIDTIMIT

(c) CMU-PIE

(d) Extended Yale B

Fig. 2. Samples of the gallery images(first column)and probe images from
Honda/UCSD, VIDTIMIT, CMU-PIE and Extended Yale B datasets

B. Experimental Setup

Each layer was trained using backpropagation [34] and
the Polack-Ribiere conjugate gradient method [35]. The latter
replaced the Limited Memory Broyden Fletcher Goldfarb
Shanno (L-BFGS) algorithm used in [13]. The reason for this
choice is the comparatively lower complexity concerning the
number of parameters. In our experiments we used the MAT-
LAB implementation available at http://www.cs.toronto.edu/∼
hinton/MatlabForSciencePaper.html.

Faces were automatically detected using the Viola & Jones
algorithm [14] at each video frame. Each detected face was
geometrically normalized to 32x32 pixels, keeping the de-
tected centers of the eyes at fixed coordinates. For each subject,
we selected a frontal image with good lighting conditions and
no occlusion for the gallery. This image was selected from the
subject‘s detected faces and removed from the test set.

In accordance with [13], we used an architecture containing
2 hidden layers with 1024 nodes each. The similarity param-
eter λ was set to 10−1, and the regularization coefficient λwd

to 10−7. The sparsity parameters λsp and ρ0 both related to
the KL divergence, were set to 10−4 and 10−3 respectively.

We used sigmoid instead of tanh as activation function. In
our experiments training with the sigmoid converged faster and
the resulting networks achieved slightly higher recognition ac-
curacies. Following [13], [36] and [37], the initial weight‘s val-
ues were randomly sampled between

[
−
√

6
dx+dh

,
√

6
dx+dh

]
,

where dx and dh are the dimensions of the input data and the
neural network hidden layer respectively. For the bias b and b̂
zero vectors were taken as initial values.

Four SSAE models were trained using face images collected
from each data set individually. The evaluation was conducted
only upon the two video datasets using the models trained on
the other three datasets. In all cases the gallery comprised 100
subjects, being 19 from Honda/UCSD, 43 from VIDTIMIT
and 18 randomly selected from CMU-PIE and Extended
Yale B. Dissimilarity between SSAE representations were
computed by four distances metrics: Euclidean [38], Cosine



TABLE I
RECOGNITION RATES FOR FRAME WISE RECOGNITION (%) WITH SSAE

TRAINED ON CMU-PIE

Method Honda/UCSD VIDTIMIT
SSAE+Euc. 34 62
SSAE+Cos. 34 62
SSAE+χ2. 34 62

SSAE+SRC. 30 59

TABLE II
RECOGNITION RATES FOR FRAME WISE RECOGNITION (%) WITH SSAE

TRAINED ON EXTENDED YALE B

Method Honda/UCSD VIDTIMIT
SSAE+Euc. 33 58
SSAE+Cos. 33 58
SSAE+χ2. 34 59

SSAE+SRC. 28 56

[39], χ2 [6] and SRC [13].
The LBP codes for each pixel were generated from 8 sam-

ples over a circle with the center at that pixel and radius equal
to 2 pixels. Histograms for each 8x8 pixel non-overlapping
block of the resulting LBP image representation were the basis
for recognition using the χ2 distance metric.

C. Results and Analysis

Frame wise recognition

The first experiment had the objective to assess the recogni-
tion accuracy for individual face images collected from video
for the four dissimilarity metrics. In this experiment we treated
each face image extracted from the videos as a single probe
to be recognized. Referring to Algorithm 2, a video sequence
comprising n frames was processed as n video sequences
composed by 1 frame.

The recognition rate was computed for each subject sep-
arately considering all available images of his/her face. The
overall recognition rate was computed by averaging the subject
specific rates. The results are shown in Table I,II and III.

The reported rates for VIDTIMIT are very low, whereas
the rates for Honda/UCSD are even worse. Such disappointing
rates have at least two main reasons: first, the typically low
quality of images collected from video, and second, the usage
of automatic detection and framing procedures. It is worth
mentioning that the accuracies reported in [13] were measured
on still manually annotated face images. In fact, the authors
of [13] shortly mention that SSAE performs poorly when
working on images annotated by state of the art detection

TABLE III
RECOGNITION RATES FOR FRAME WISE RECOGNITION (%) WITH SSAE

TRAINED ON VIDTIMIT(FOR HONDA/UCSD TEST) AND
HONDA/UCSD(FOR VIDTIMIT TEST)

Method Honda/UCSD VIDTIMIT
SSAE+Euc. 22 58
SSAE+Cos. 22 58
SSAE+χ2. 21 58

SSAE+SRC. 30 59

algorithms. In this sense, the poor rates recorded in these
experiments are no surprise.

The rates achieved on Honda/UCSD were much lower than
VIDTIMIT because the former entails the more variations in
lighting, pose, and occlusion than latter (see Fig. 2).

Regarding the dissimilarity metrics no substantial difference
could be observed among results obtained with the Euclidian,
cosine and χ2 distances. SRC performed similarly to the other
metrics for VIDTIMIT, but attained either the best or the worst
rates for Honda/UCSD, still at very lower values.

Sequence wise recognition

The second experiment series aimed at assessing the im-
provements that could be achieved by exploiting the MSPPP
collected from video sequences.

The function φ (·) was first applied to all subsequences
of length L of the same person using Algorithm 2. Then,
the average recognition rate for length L was computed for
that person. This procedure was executed for each subject.
The mean recognition rate for length L was computed by
averaging the per subject rates. This procedure was carried
out for all possible values of L. Fig.3 shows the recognition
rate for different sequence lengths of three decision functions
for sequence wise recognition using the cosine distance as
dissimilarity metric in all cases.

The plots in Fig. 3a to 3c refer to tests on Honda/UCSD,
whereas Fig. 3d to 3f related to tests performed on VIDTIMIT.
The SSAE models were trained on CMU-PIE for the plots on
the left (Fig. 3a and 3d) and on Extended Yale B for the
plots in the middle (Fig.3b and 3e). Fig. 3c and 3f refer to
models trained with images collected from VIDTIMIT and
Honda/UCSD respectively.

The first observation from the plots is that sequence recog-
nition is generally superior to frame wise recognition. This
shows that the poor image quality of most face recognition
applications from videos can be partially alleviated by ex-
ploiting the multiple face image samples collected along video
sequences.

The accuracy increases in all cases with the sequence length,
i.e., as more samples are added to the probe up to rates
that are typical of recognition from photography taken under
controlled conditions. Nevertheless the curves are not perfectly
smooth; most of them present abrupt changes for some se-
quence lengths. This occurs because the sequences of face
images in our video databases have different length depending
on the subject. This means that the rates for shorter sequences
are computed upon more subjects than for longer ones. The
steps on the curves occur at lengths where the number of
subjects available to compute the recognition rates changes,
and are more abrupt for Honda/USCD than for VIDTIMIT,
because the former has less subjects in total (19) than the
latter (43). Yet the increasing profile is clearly recognizable in
all curves, especially for shorter sequences.

A further observation is that best score outperformed the
median and majority voting strategies with no exception.



Furthermore, SSAE was much more sensitive to image
quality variations than LBP. This is clearly seen in the tests on
Honda/USCD that embodies more variations than VIDTIMIT.
This might be due to the intrinsic robustness of LBP to differ-
ent illumination patterns. However, for well-behaved videos,
as in VIDTIMIT, SSAE was able to outperform LBP, but only
for sequences longer than 120 image samples.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we have investigated the performance of
Stacked Supervised Auto-Encoders (SSAE) for single sample
per person (SSPP) identification from video sequences. In this
scenario each enrolled person is represented by a single image
sample or by its descriptor in the gallery. Conversely, the probe
may comprise multiple samples per person (MSPP) collected
along the video sequence. Local Binary Patterns (LBP) was
taken as baseline for the SSPP scenario.

Three strategies were tested experimentally upon two video
datasets with different characteristics, Honda/USCD and VID-
TIMIT. The experiments demonstrated that both LBP and
SSAE can greatly benefit from probes comprising multiple
samples.

Among the tested strategies for MSPP, the one that relies on
the best match produced the best results among the strategies
considered in this analysis.

In the tests conducted on Honda/USCD that contains much
lighting variation LBP was superior to SSAE. However, SSAE
outperformed LBP for VIDTIMIT in our experiments for
probes comprising more than 120 image samples.

Our experiments were conducted on two datasets containing
relatively few subjects. Experiments on larger datasets are
planned for the continuation of this research.
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