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Fig. 1. Teasing result of our method: from this data input (left), the relevant feature are extracted using our technique (middle), producing effective result (right).


#### Abstract

In this work a new method is proposed to obtain the deployment of sensor nodes with a maximum coverage area using a minimum number of sensor nodes in three-dimensional surfaces. The deployment is performed using the dual Delaunay triangulation/Voronoi Diagram. The position selection process considered the vertices as candidate positions and the sensing radius. The positions were selected based on the maximum area coverage and the existence of communication among them. The communication was defined as omnidirectional. To ensure the coverage area, the problem of sensing superposition was considered. The verification of the communication is accomplished by the minimum spanning tree algorithm. To certify the versatility of the proposed method, we show the deployment in distinct surface areas commonly monitored by Wireless Sensor Networks. The results were significant, with coverage area between $84 \%$ and $\mathbf{9 5 \%}$ for distinct types of reliefs.
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## I. Introduction

Wireless sensor networks (WSN) consist in sensor nodes deployed on a surface. The goal of a WSN is to monitor events in the area of interest, such as natural or artificial origins. The sensor nodes are composed by memory, communication device, processor, sensing device, and battery. Each node that composes a WSN can be equipped with a variety of sensors, such as acoustic, seismic, infrared, camera, heat, temperature or pressure [1]. After the capturing and processing of the event, the sensor node can send the collected data by broadcast on the WSN [2].

The deployment of a WSN is highly dependent on the position of the sensor nodes in the area of interest. The challenge of the proposed method is the problem of min-
imum set coverage (MSC): obtaining the maximum coverage area using the minimum set of sensor nodes. Commonly, the best solutions are obtained by computer simulations [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13]. When this strategy is explored, another challenge is the problem of the deployment in Three-dimensional surfaces: considering surfaces flattening may provide deployments of sensor nodes that do not properly solve the problem of MSC [3], [5], [6], [14].

In literature, the proposed methods considering threedimensional solutions showed relevant results for specific reliefs [4], [7], indicating that it is possible to propose a flexible method to solve the problem of minimum set coverage on distinct three-dimensional surfaces.

In this work a new method is described to indicate candidate positions of sensor nodes to deploy them on three dimensional surfaces. The method was based on Delaunay triangulation, wherein each vertex is considered as a candidate position for the deployment of a sensor node. The criterion for selection of candidate positions was based on the intersection of sensing radii. The performance of the method was defined considering the coverage area and the existence of communication among selected positions by the minimum spanning tree algorithm. The results are promising, with higher coverage rates than showed in other methods available in literature. The main contributions are: 1. Deployment of sensor nodes for distinct three-dimensional surfaces commonly found in nature and used in WSN researches; 2. Proposal of a solution to the problem of minimum set coverage, providing relevant coverage rates; 3. Treatment of sensing superpositions and limits of coverage for three-dimensional surfaces.

## A. Related work

Studies about sensor deployment were presented with highlights results, such as industrial monitoring [15], environmental [16], [17], [18], [19], air quality [20] and structural bridges [21]. However, few works are directed to realistic three-dimensional solutions. These results are based on evolutionary methods, Delaunay and Voronoi. The solutions of evolutionary methods provide interesting rates of coverage areas [5], [10], [11], [12], considering the radius of communication range [5], [10], [11] or sensing range [4], [7], [8], [12]. However, the complexity and performance are features that limit the processing of deployments in real time. Moreover, solutions based on Delaunay triangulation (DT) [22] and Voronoi diagram (VD) [23] provided results with a more uniformly deployment [3], [6]. But neither of mentioned works used the Delaunay triangulation vertices as candidate positions. Furthermore, these optimization techniques assist the initial distribution in real time with the sensor nodes' removals or movements. This feature allows the reduction of the number of sensor nodes deployed, without damaging the coverage rates and connectivity of the sensor nodes [5], [10], [11], [10].

In this context, the strategies for sensor deployment in three-dimensional surfaces were shown in [4], [7]. The results presented by [4] provided $46 \%$ of coverage area rate, using 2800 nodes for a three-dimensional rough terrain. The results presented in [7] provided 400 sensor nodes and obtained about $98 \%$ of coverage rate for an irregular surface. These works focused on defining the best deployment using approaches such as grid or randomness [4], [7]. The proposed method considered the Delaunay triangulation strategy, a different one from those indicated in these two works, making simulations for distinct three-dimensional surfaces.

## B. Technique overview

The proposed method was structured in steps. At first, it is necessary to provide the three-dimensional surface which will be used to calculate the candidate positions of sensor nodes. In this work, the versatility of the method is shown as distributions of distinct surface areas commonly explored for WSN monitoring. The types of relief considered are: landing, hilly and surfaces used by [4] and [7]. The second step is to calculate the candidate positions using the Delaunay triangulation (DT). In the proposed method, each vertex of the triangulation was understood as a candidate position for a sensor node. This strategy was applied to provide a uniform deployment of sensor nodes. In the third step the candidate positions are selected considering the reference of sensing radius in meters and informed by the user. The positions were selected based on the maximum area coverage and the existence of communication among them. The communication was defined as omnidirectional (circumference) and represented by a radius. The fourth step allows to handle the problem of sensing superposition, to ensure actual coverage rates. The fifth step is to verify whether the candidate positions generate a connected set and full communication of WSN: the strategy adopted was to combine the minimum spanning tree algorithm
and sensing radius. A flowchart of the proposed solution in this work is shown in Fig. 2.


Fig. 2. Overview of the proposed method in steps for selection of candidate positions

## II. Technical background

The proposed method was based on Delaunay triangulation, which can be exposed by two definitions.

Definition 1. A simplex $K$ is a sorted list of vertices $\left\{P_{i}\right\}$ with $1 \leq i \leq d+1$, where $d$ is a dimension of Euclidean space given by $E$. The determinant of order $d+1$ is called $\operatorname{det}(K)$ and is given by:

$$
\operatorname{det}(K)=\left|\begin{array}{ccccc}
1 & \cdots & \cdots & \cdots & 1 \\
P_{1}^{1} & \cdots & \cdots & \cdots & P_{d+1}^{1} \\
P_{1}^{2} & \cdots & \cdots & \cdots & P_{d+1}^{2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
P_{1}^{d} & \cdots & \cdots & \cdots & P_{d+1}^{d}
\end{array}\right|
$$

where $P_{i}^{j}$ is a coordinate $j$ of point $P_{i}$ for $1 \leq i \leq d+1$ and $1 \leq j \leq d$. By definition, if $\operatorname{det}(K)>0, K$ is said to be positively oriented. Otherwise, if $\operatorname{det}(K)=0$ it is said to be degenerated (all the vertices belong to the same hyperplane) [24].
Definition 2. A set $\zeta$ of simplices (triangles in twodimensional domains, in three-dimensional domains it is
called tetrahedral) is understood by triangulation of a domain $\omega$ which is assumed limited and polyhedral. This set has these conditions:

1. An intersection of two elements of $\zeta$ is empty or reduced to one vertex, one edge (in the two-dimensional case) or one face (in the three dimensional case);

## 2. The union of elements from $\zeta$ is equal $\Omega$;

3. The elements of $\zeta$ should be topologically regular: in the two-dimensional case these elements should be as close to the equilateral, which does not require them to be equal [25], [26];
4. Eventually the incidence of the elements will be greater in regions where it is necessary [27].

The Delaunay approach maximizes the smallest angle of all the triangles on the triangulation, thus avoiding much internal sharp angles for optimizing the uniform distribution of itself divisions. This distribution is made by following properties:

- Maximizing minimum internal angle of the triangles;
- Minimizing the maximum circumcircle edges;
- Minimizing the maximum minimum edge containment circle.


## III. Methodology

The proposed method was structured in steps, such as indicated in subsection I-B. The organization of the method and the details of each step are detailed in: subsection III-A, with information about strategies to represent the surface landing, mountainous and surfaces shown in [4] and [7]; subsection III-B, with descriptions about the Delaunay triangulation (DT) technique, which was applied to determine candidate positions; subsection III-C, with information about how the candidate positions were selected properly by the sensing radius and the coverage provided by each position; subsection III-D, with details on strategies to minimize the influence of coverage superpositions in the final coverage rate and III-E, with information about the possibility to ensure a connected set and full communication of WSN.

## A. Surfaces Representation

The first step was to represent three-dimensional reliefs to test the sensor deployment in the proposed method. This task was performed with the support of the open source graphics package: Blender, which is available under a dual license (BL / GNU General Public License) [28]. The choice of this package allowed to represent different three-dimensional surfaces, from geometric transformations (scale, rotation, rotational translations and others) applied to plans.

The versatility of the proposed method was tested considering surfaces representing different reliefs: the landing relief has $3000 m^{2}$ extension, maximum peak $652 m$ high and deeper valley with 384 m of depression; the mountainous terrain also
has $3000 \mathrm{~m}^{2}$ extension, but with a maximum peak 1021 m and deeper valley with 403 m of depression. These values were considered in the geometric transformations previously cited. Also, other surfaces were tested to validate the method. The reliefs were selected from available works in literature and which accomplished the criteria: methods developed for deploying sensor nodes, with specifications of the dimensions of the three-dimensional reliefs; coverage radius indication node/sensing; information about the numbers of sensor nodes and area coverage rates. Thus, the methods in [4], [7] present these conditions.

## B. Delaunay Triangulation

The second step was the discretization of the surface with the Delaunay triangulation, splitting the geometric domain in simplices. This was possible given the limits as a set of vertices $V$ and $s$ as a k-simplex $(0 \leq k \leq n)$, made by the vertices $V$. A simplex $K$ is a sorted list of the vertex $P_{i}$ with $1 \leq i \leq d+1$, where $d$ is the dimension of the Euclidean space $E$. The circumcenter of $s$ was taken as a circumference of radius $r$ touching all vertices of $s$. If $k=d$, $s$ has a unique circumcenter. The simplex $s$ is Delaunay if there is a circumcenter of $s$ wherein no vertex is inside $V$. Thus, the edges between the points that satisfy the condition were drawn, generating the Delaunay triangles.

## C. Positions Selection

The third step consisted in selecting the candidate positions to solve the MSC problem. The selection was based on the property to obtain communication between candidate positions, indicated by the range of the radius $r$, which is associated with each position. The radius range is considered omnidirectional.

The selection is made from the positions coverage areas and coverage intersections provided by neighboring candidate positions. The intersection is known when the distance between positions is smaller than twice the radius range $r$. In the first verifying cycle, the goal is to select candidate positions with the maximum coverage areas without intersections, as illustrated in Fig. 3. In the others cycles, the goal is to establish communication between candidate positions obtained from the first cycle. Communication is understood as coverage intersections between neighboring candidate positions.

Given a pair of selected positions by the first cycle, intermediate positions are searched in the Delaunay triangulation. The intermediate position which provides the highest gain coverage will be selected. The result obtained with this process is illustrated in Fig. 4. As a consequence, a surface area may be covered by sensing one or more candidate positions. This fact produces superpositions which maximizes the WSN coverage area. The algorithm stops when the sum of the coverage area, in the current cycle, less the external and superpositions areas (described in subsection III-D), is less than the value in the previous cycle. The solution of this problem allows to know the real value of coverage with selected positions, ensuring
an acceptable solution to the MSC problem. The solution for superposition is made in the fourth step, subsection III-D


Fig. 3. Illustration of candidate positions without communication, selected with application of the first verifying cycle.


Fig. 4. Illustration of candidate positions with communication obtained from intermediate positions inserts.

## D. Solution for superposition

In the fourth step a solution to attend the coverage superposition is proposed, splitting it in two cases: simple superposition and complex superposition. The simple superposition was defined as an area covered by two candidate positions called as $i, j$. The calculation of the superposition is in Euclidean space $R^{3}$ and it was possible using projections of points $i^{\prime}, j^{\prime}$ in Euclidean space $R^{2}$. Also the points defining the intersections between the perimeters of the analyzed areas, which were identified as $n 1$ and $n 2$, are shown in Fig. 5.

The projection of the positions was possible with the vector


Fig. 5. Simple superposition illustration, as follows: $n 1$ and $n 2$, intersection points of the circumferences; $i^{\prime}$ and $j^{\prime}$, selected positions for sensor nodes; $p$, Euclidean distance between points $i^{\prime}$ and $j^{\prime} ; r$, coverage radius showing the communication range of a sensor node; $l$, Euclidean distance between the points $n 1$ and $n 2 ; \sigma$, angle between the points $i^{\prime}, n 1$ and $n 2 ; w$, circular segment area (represented by blue area).
representations, $i^{\prime}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$ and $j^{\prime}=\left[\begin{array}{l}p \\ 0 \\ 1\end{array}\right]$, given that $p$ is the Euclidean distance between $i$ and $j$ in Euclidean space $R^{3}$ is given by (1). The definitions of $n 1$ and $n 2$ occur at the midpoint between $i^{\prime}, j^{\prime}$, which in this case is defined by $\frac{p}{2}$, and by (2), wherein $r$ is the coverage radius entered by the user and $l$ indicates the Euclidean distance between $n 1$ and $n 2$. Therefore, the values for $n 1$ and $n 2$ are given as:

$$
n 1=\left[\begin{array}{c}
\frac{p}{2} \\
\frac{l}{2} \\
1
\end{array}\right] \text { and } n 2=\left[\begin{array}{c}
\frac{p}{2} \\
\frac{-l}{2} \\
1
\end{array}\right]
$$

The parameters described previously are shown in Fig. 5.

$$
\begin{gather*}
p=\sqrt{\left(i_{1}-j_{1}\right)^{2}+\left(i_{2}-j_{2}\right)^{2}+\left(i_{3}-j_{3}\right)^{2}}  \tag{1}\\
\frac{l}{2}=\sqrt{r^{2}-\left(\frac{p}{2}\right)^{2}} \tag{2}
\end{gather*}
$$

Let $i^{\prime}$ be the origin, $n 1, n 2$ and the definition of the angle $\sigma$ in degrees, with the variation between $0^{\circ}$ and $180^{\circ}$, in (4) [29] are necessary to calculate the area superposition $w$, which is given in (3) [30]. The area superposition $w$ for removal is shown in Fig. 5:

$$
\begin{equation*}
w=\frac{r^{2}}{2}\left(\frac{\pi}{180}-\sin \sigma\right) \tag{3}
\end{equation*}
$$

where $r$ is the coverage radius (given by the user) and is associated with each candidate position.

$$
\begin{equation*}
\sigma=\operatorname{acos}(\vartheta) \frac{180}{\pi} \tag{4}
\end{equation*}
$$

where $\vartheta$ is the angle in radians made by $n 1$ and $n 2$ is given by (5):

$$
\begin{equation*}
\vartheta=\frac{n 2^{t} n 1}{\|n 1\|\|n 2\|} \tag{5}
\end{equation*}
$$

The complex superposition was defined by an area covered by more than two candidate positions. To solve this situation it was necessary to calculate the central areas given by $T$, and adjacency neighboring. The number of adjacent areas depends
on the number of candidate positions involved. For given a covered area by three candidate positions $(i, j, k)$, there are three adjacent areas $(A, B, C)$ and the central area $(T)$ as seen in Fig.7. The definitions of the areas were defined by projections of candidate positions. Considering the example of superposition generated by three candidate positions, the distances $i k$, edge $a, k j$, edge $b$, and $j i$, edge $p$, the angles $\alpha, \beta$ and $\gamma$ were calculated applying the strategy described in simple superposition. These parameters were calculated in (1) and (6), and their spacial representation are shown in Fig. 6. The results are projected regions as shown in Fig. 8.


Fig. 6. Superposition representation of coverage areas with three neighboring positions in Euclidean space $R^{3}$, where: $i, j$ and $k$ are selected positions for sensor nodes; $a, b, c$, are Euclidean distances among points $i k, k j$ and $j i, \alpha$, $\beta$ and $\gamma$ are angles generates by the points $j i k, i k j$ and $k j i$, respectively

$$
\begin{equation*}
k^{\prime}=M \times i^{\prime}, \tag{6}
\end{equation*}
$$

where $M=\left[\begin{array}{ccc}1 & & a \times \cos \alpha \\ & 1 & a \times \sin \alpha \\ & & 1\end{array}\right]$ and $i^{\prime}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$
are given in homogeneous coordinates, $i^{\prime}$ and $k^{\prime}$ are projections in Euclidean space $R^{2}$, a shows the Euclidean distance between points $i$ and $k, \alpha$ is the angle generate by the edges $i k$ and $i j$.

The projection $j^{\prime}$ was given by $j^{\prime}=\left[\begin{array}{l}p \\ 0 \\ 1\end{array}\right]$, in homogeneous coordinates, which $p$ is the Euclidean distance between $i$ and $j$ as shown in (1). After projecting $j^{\prime}$ and $k^{\prime}$ it is verified if the sum of the angles $\alpha, \beta, \gamma$ is equal to $180^{\circ}$, to check the formation of a triangle such as shown in Fig. 6.

The central area $T$ is obtained by calculating the Euclidean distances of the intersection points of the perimeters from a pair of candidate positions called $P$, a candidate position was given as the reference and belongs to $P$. The intersection point of the perimeter with the minimum distance of the candidate position in $P$ is chosen to determine the center area defined as $T$. Thus, considering the pairs of positions $i^{\prime} k^{\prime}, k^{\prime} j^{\prime}$ and $j^{\prime} i^{\prime}$, with the corresponding points $y 1$ to $y 6$, the calculated


Fig. 7. Superposition representation with triple intersected areas, as follows: $i^{\prime}, j^{\prime}$ and $k^{\prime}$ are selected positions; $A, B, C$, are removed areas of simple superposition and $T$ is the double superposition area (represented by the green area).

Euclidean distances are obtained for the edges: $y 1$ and $j^{\prime}, y 2$ and $j^{\prime}, y 3$ and $i^{\prime}, y 4$ and $i^{\prime}, y 5$ and $k^{\prime}, y 6$ and $k^{\prime}$.


Fig. 8. Superposition representation of three coverage areas, as follows: $y 1, y 2, y 3, y 4, y 5$ and $y 6$ are intersection points among the circumferences; $i^{\prime}, j^{\prime}$ and $k^{\prime}$ are selected positions for sensor nodes; $A, B, C$, are the removed areas of the simple superposition and $T$ is the double superposition area (represented by green area).

Afterwards the identification of the intersection points $y 2$, $y 4$ and $y 6$, which are the vertices of the central region $T$, shown in Fig. 9, the area value is calculated splitting $T$ in subregions: the triangle, defined by $T a$ and segments of circle, represented by $m, n$ and $o$, is illustrated in Fig. 9.

The triangle area $T a$ was calculated by the Heron's formula [31], from the edges $e, f$ and $g$ of the triangle obtained previously. Thus, Ta is given by (7):

$$
\begin{equation*}
T a=\sqrt{p m(p m-e)(p m-f)(p m-g)} \tag{7}
\end{equation*}
$$

which $p m$ is the semiperimeter of the triangle set composed by the edges $e, f$ and $g$, in (8).

$$
\begin{equation*}
p m=\frac{e+f+g}{2} . \tag{8}
\end{equation*}
$$

The removal of the external areas used techniques shown in the subsections III-D using as reference the edges of the area of interest for the areas removal, as illustrated in Fig. 10.


Fig. 9. Splitting of the central region $T$ in sub-regions: the triangle $T a$ consists on the edges $e, f$ and $g$; and the segments of circle $m, n$ and $o$ are areas defined by the vertices $y 2, y 4$ and $y 6$.


Fig. 10. Problem of external coverage (left) and the selected sensor nodes for removal the external area (right).

## E. Communication check

The communication among the positions was verified by using the Prim's algorithm for minimum spanning trees [32]. The algorithm was chosen due to its minimal spanning tree generation feature using a unique set. Combining this algorithm with the given radius, it was possible to check if all selected positions are contained in a unique set. This property guarantees the communication among the candidate positions.

## IV. Results and Discussion

The versatility of the method is shown with deployment sensor nodes in distinct reliefs, as detailed in subsection III-A. The simulations were performed with a sensing radius of 100 meters. The proposed method was performed to the landing surface and obtained the coverage area of $84,92 \%$, with 323 selected positions. The candidate positions for sensors nodes are shown in Fig. 11, represented by red asterisks. For the mountainous terrain, the method obtained the maximum coverage rate $(85,62 \%$ of coverage area) with 434 selected positions. The selected positions indicated by red asterisks are illustrated in Fig 12.


Fig. 11. Visualization of candidate positions for the landing surface.


Fig. 12. Visualization of candidate positions for the mountainous surface.

## A. Comparisons

The performances of the proposed method were compared to the methods developed by [4], [7], according to conditions presented in subsection III-A. The surfaces described by the authors have about $1000 \mathrm{~m}^{2}$ of area, with approximations illustrated in Fig. 13.

The proposed method developed by [4] considered a sensing radius of 25 meters and deployed 2800 sensor nodes to obtain $46 \%$ of coverage area. The sensing rate by each sensor node is about $0,0164 \%$. Considering the surface used by the author with the same radius, the deploying of our method is shown in Fig. 14, with 831 selected positions and coverage rate of $95,29 \%$. The coverage rates by each sensor node ( $0,1147 \%$ ) are greater than those provided by [4]. Generating a greater coverage and a reduction in the number of sensor nodes used in about $70 \%$.


Fig. 13. Surface's representations for comparisons.

The technique developed by [7] simulated distributions with a communication radius of 60 meters. The best result was a


Fig. 14. Visualization of candidate positions (red asterisks) for the surface explored by [4].
coverage rate of about $98 \%$, with 400 sensor nodes deployed. These values provide a rate of $0,2450 \%$ of coverage by each sensor node. The result of the deployment obtained with our method, considering the surface given by [7] and the same sensing radius is shown in Fig. 15. The coverage rate with our proposal was $91,10 \%$ of coverage area, deploying 160 sensor nodes. Although the coverage is smaller then the result provided by [7], the proposed method needed only $40 \%$ of the total number of positions used by [7] to obtain a relevant result: only $6,9 \%$ of difference. Furthermore, the coverage area by sensor node was $0,5694 \%$, showing our method provides better coverage per unit.


Fig. 15. Visualization of candidate positions (red asterisks) for relief represented by [7].

## V. Conclusion

The deployment problem by using a minimum number of devices is considered NP-Hard type [10]. For this problem, the solutions were developed and measured by applying heuristic approach. Even then, from the researched works, it can not be assured which is the unique solution to obtain the same quality of coverage for all explored surfaces [12], [33]. An appropriate deployment could ensure a WSN with fewer communication failure, lower energy consumption and positioning errors of the sensor nodes.

The method proposed in this paper considered the Delaunay triangulation as a different strategy to initial distributions given by the works available in literature, such as [4], [7]. An important advantage of the method was to define the deployment in distinct types of three-dimensional surfaces, as shown in our results. Also, similar studies were not found
considering the problem of coverage superposition as we performed in this work. The strategies adopted were important to allow a realistic treatment of the problem of minimum set coverage and the ensure of the method is useful for practical design of a WSN.

In comparative tests, the method showed interesting results and was more efficient for deployment of sensor nodes. This statement is possible when we observe the coverage rate by position: our results exceeded those provided by [4] and [7]. In comparisons with those works, our proposal provides greater coverage per unit. Also, coverage rates above $90 \%$ in realistic and complex surfaces indicates that the method is promising and could contribute to the development of WSN area. As suggestions for future work, a complement is to obtain deployment by the Voronoi diagram, considering the duality of the Delaunay triangulation.
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