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The purpose of image analysis is the automatic computation of a symbolic description of 
an image, or an image sequence. The content of the symbolic description must correspond to 
the requirements of a particular application and provide a description on an adequate levei 
of abstraction. In industrial scenes, for example, a description of the quality of manufactured 
objects or special tasks for a robot is required. To achieve this, complex applications require 
the explicit representation of extensive task-specific knowledge about objects that have to 
be recognized, their relations to each other, and the properties o f their task domain; this 
makes up the model. Furthermore there is a need for control algorithms to use the stored 
knowledge during the analysis process. The control algorithms have to be able to deal with 
imprecise terms of knowledge like 'dark, big, or long' and such terms must be represented 
by the formalism. The efficiency of an image analysis system therefore depends on both the 
knowledge base and the control algorithm. Besides the two modules knowledge and control, a 
data base for the intermediate results as well as methods o f preprocessing and segmentation of 
images are necessary. In addition, it may be useful to have facilities for knowledge acquisition, 
explanation, ànd a transparent user interface. 

In most systems processing proceeds from the sensor signal, i.e. the image, represented 
by an array of integer sample values, via different leveis of more and more abstract represen
tations of the content of the image. Representational leveis may be, for example, edges and 
regions obtained from an initial segmentation, three-dimensional surfaces, symbolic names 
for objects and their relations, conceptions of motion or events like 'placing a part into a de
vice for assembly'. Each levei of abstraction can be characterized by the knowledge available 
at that levei, by the type of processes which can be activated at the levei, and by the assigned 
structures where a process at some levei produces structures of the next levei of abstraction 
at its output. In order to get an efficient and flexible strategy for the understanding process, 
the intergration of the different leveis in one homogeneous system architecture is a useful 
approach. ' 

Our approach to obtain a homogeneous system environment is to use a semantic network 
which is tailored to the requirements of pattern analysis. Semantic networks are special, 
directed graphs, with labeled nodes and links. But only certain types of nodes and links are 
allowed. The basic idea is quite simple: Information about conceptions ( objects, relations, 
events, situations, facts) are represented by nodes, interrelationships between nodes are rep
resented by labeled links to also mark the kind of the relationship. Such well structured 
networks with their capability to also handle procedural knowledge are an adequate way to 
build up knowledge bases for image (and speech) analysis systems. A complete knowledge 
based system can be integrated into such a structure. The idea is that the semantic network 
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with its nodes and links is a kind of skeleton specifying and representing the overall struc
ture of the declarative knowledge base. Attached to each node there is local task-specific 
procedural knowledge. The declarative and procedural knowledge is activated by a problem 
independent control algorithm. 

Three different types of nodes exist in the network. First of all, a concept gives the in
tensional description of an object, an event, or classes of objects or events. The second type, 
called instance, represents a hypothesis that a real world object or event satisfies the defini
tion of a concept. The concepts form the knowledge base, while their extensional sets, the 
instances, are the intermediate and final results. The third type, called modified-concept, is 
a concept that is restricted because of existing instances of other concepts. Relationships 
between concepts ( and also between instances and between modified concepts) can be built 
up by three different types of links. They are denoted by specialization, part, and concrete. 
The links define a hierarchy in the network. Attributes characterize physical properties of 
a concept, like height or color, while the structural relations show concept dependent re
lationships between parts, concretes, and attributes. A software environment ERNEST is 
available for designing a semantic network of this type. A procedural semantics is defined 
for the ERNEST network language which is independent from the content of a knowledge 
base. It is built up of six rules which only look for concepts, for modified concepts, and for 
instances in their premise. Given some concepts as potential goals of an analysis process, the 
recursive application of the rules builds up the skeleton of the search space of an analysis 
process. This skeleton itself is a tree because in some situation more than one rule or one rule 
with different premises may be activated. Competing intermediate results which are created 
by the different attached procedures split up this skeleton into the complete search space. 
As a strategy for the search process the A* -algo ri thm is used. 

The knowledge representation language, the six rules for instantiating concepts, and the 
control stategy make up the system environment ERNEST for pattern analysis. It is in use 
in both speech and image understanding. As an example of an application we outline its use 
in analysis of industrial scenes. 

The goal of our work in industrial scene analysis is the supervision of a production cell 
for a manufacturing process. This requires recognition and localization of objects, inspection 
of their quality, and detection of unforeseen events. There are three main subtasks involved: 
initial image segmentation, knowledge acquisition, and knowledge based analysis of an actual 
image. We will give some details of the first two subtasks. 

Image segmentation deals with the problem of decomposing an image into parts that are 
relevant to the other components of the system. For example, contours, corners, regions and 
informations about the three-dimensional structure of surfaces are extracted from the image. 
The results are represented in segmentation objects, like lines and corners, their attributes 
and interrelations. We focus on some results based on edge detection, region growing, and 
shape from shading; the latter point being a first step to incorporating three-dimensional 
segmentation results. A state of the art algorithm for edge detection, based on concepts of 
Canny is implemented in the image processing system. This operator optimizes three cri teria: 
detection, localization, and single response to an edge. Of course, the detection of edge points 
is only the first step to image segmentation. The edge points have to be connected to lines 
and then detection of corners and vertices, for example, is neccessary. 

In contrast to edge detection, where discontinuities in the image are of interest, region 
operators are searching for homogeneities in the image. This criterion for homogeneity has to 
be specified. For example, the assumption could be made that there are only small changes of 
the gray value within an object or an interesting part of it. All connected points of the image 
where the criterion is met are grouped to a region. Since regions have a closed contour, 
one has not to deal with the problem of connecting line segments, as is neccessary when 
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using edge detectors. On the other hand it is very difficult to specify a global criterion for 
homogeneity that is convenient for all parts of the image . 

To analyse images of natural scenes it is very important to obtain three-dimensional 
information from an image, where in particular the curvature of surfaces is of interest. We 
have implemented different methods of shape from shading to retrieve this information from 
an image. These methods of shape from shading only use a single gray scale image and 
analyse the changes of the gray value to calculate the surface normal at each point of the 
image. To do this, some assumptions have to be made. In general the image intensity depends 
on four factors. They are the illumination of the scene, the refiectance of the surface, the 
viewpoint, and the geometry of the surface. The algorithm is quite robust as we obtain a 
good reconstruction of the surfaces although the surface refiectance is not Lambertian. 

Results of segmentation are used by a knowledge based analysis process. The re.presen
tation of declarative knolwedge is done in the concepts of a semantic network. The ability 
of automatic knowledge acquisition (learning) is very important for modem image analysis 
systems. 

As was already mentioned above there are severallevels of abstraction represented in the 
knowledge base and there is always one levei which is dose to the input data. Learning the 
knowledge on this levei inductively from input data ( examples) is a great facilitation. But 
on the other hand it is not efficient to learn the knowledge of a high levei of abstraction 
from examples (e.g. learning an action plan of a robot from image sequences of real actions). 
This type of knowledge should be transferred into the knowledge base deductively using an 
explicit description ( e.g. an action plan created by off line programming). There may be the 
problem that the high levei knowledge is not explicitly formulated but that it does exist in 
the mind of some experts. In such a case at first this knowledge has to be elicitated. 

A general knowledge acquisition algorithm for supervised learning of a class of situations 
or for learning of single situations will be described. This learning can be done inductively 
and/ or deductively. It uses a semantic network for knowledge representation. The goal o f 
the knowledge acquisition algorithm is an almost automatic construction of part of the 
declarative knowledge base for an image analysis system. The algorithm is an integral part 
of the ERNEST environment. 

The main idea of the ERNEST built in knowledge acquisition algorithm is that learning 
is done gradually. The first step is observation and description. Any sensor data has to be 
transformed into an internai representation. The second step is comparison of the formed 
descriptions. Correspondences are searched for whenever a new observation is made. During 
the third step the gained information will be used to build up a model for image analysis. 
An optional fourth step may compare the created model with negative examples. The goal 
of this step is to verify and to specialize the model. The input data of the algorithm may be 
positive examples and/or descriptions provided by CAD files. When learning the shape of 
industrial objects, the images of these objects are the positive examples whereas the CAD 
data of these objects forma description which can be used too. 

The knowledge base of the acquisition process is based on the semantic network language. 
It is separated into a declarative and a procedural part. The declarative part is a so called 
model-scheme which is formed by concepts. It specifies the structure of the facts that you 
want to learn. All detectable primitives and relations between those primitives are defined 
by the model-scheme. In case of learning 3D-objects, the model-scheme defines that a 3D
object consists of surfaces, edges, and vertices. The procedural part of the knowledge of the 
acquisition process consists of the procedures required to perfom the above mentioned three 
steps of the acquisition process. 

The following references quote some previous and related work as well as additional 
details concerning the above text. 
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