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Abstract—This article presents a partial matching approach
based on set exclusion criteria applied to livestock brand
retrieval. A set exclusion measure function, depending on local
shape features, is formulated. This exclusion measure helps to
determine if a registered brand is a subset of another existing
brand, or vice-versa. Local features are obtained taking account
the relative spatial distribution of brand components. Experi-
mental results have shown the accuracy of the methodology in
cattle brand identification.
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I. INTRODUCTION

Visual information retrieval has become an active research
area in recent years due to the increasing needs in many
application fields. The management of cattle brand databases
maintained by government livestock offices represents one
of these areas. The correct registration of cattle brands is
a major issue in countries with an old ranching tradition
due to large brand image databases. Brand inspector offi-
cers must prevent frauds ensuring that a particular brand
cannot be converted in another brand by adding some extra
components to its design [1].

New methods such as implanted RFID chips are positive
identifiers, but stamped brands are a permanent and defini-
tive mark of ownership, they are highly visible and hard to
alter; actually, branding continues being the de facto method
to prove ownership of lost or stolen animals in traditional
cattle raising countries [2].

Some government livestock offices establish brand read-
ing nomenclature methods that allow database searches by
string codes [3], [4], [5]. Others establish their branding rules
in a way that brand image database records can be easily
retrieved by standard optical character recognition (OCR)
techniques [6].

However, we center our interest on the odd hieroglyphic
cattle and horse brands used in regions influenced by the
Spanish culture. These brands are stamped on animals using
hot or freeze pre-shaped branding irons. This type of cryptic
brands is composed by strokes of uniform thicknesses. These
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Figure 1. Livestock branding: A brand stamped on the animal (A) and a
branding iron (B).

strokes form letters, numbers, and symbols of any kind; very
often they appear overlapped, Fig. 1.

There is no published scientific literature on this subject,
except for references [7], [8], [9] to some currently working
system based on methods discussed above with no further
details.

Standard approaches for logo and trademark recognition
[10], [11] are not suitable for this kind of brands; by the
nature of brands and the problem itself. The same could
be said about handwriting recognition techniques; moreover
they are more permissive that one can wish with respect to
variations in design [12], [13].

Problem Formulation

The challenge consists in identifying candidate brands that
may include or be included in existing brand designs, i.e.,
retrieve from the database any registered brand that could be
converted in the candidate brand, or vice-versa. The method
should be efficient to manage large number of livestock
brands. To understand how we face the problem, one case
of brand registration procedure will be explained.

Regulations imposed by government livestock offices es-
tablish a minimum and maximum size for a brand [14].
When registering a new brand, the applicant is required to



draw by hand the desired design for his brand. The sketch
is drawn inside a bounding box having the proportions
determined by law. While small changes in orientation are
permitted, the rules define limits to the acceptance of rotated
designs. E.g., two brand designs in which one is rotated 45◦

or more will be considered distinct brands. The same should
be argued about reflected, slanted, and shrunk or stretched
designs. On the other hand, global changes in scale are not
considered distinctive, provided that the sketch is intelligible.

Eventually the sketch of an accepted brand is digitized
by the officer and stored in the brand database. In order to
systematize the acceptance process the following scenario
arises: we should be able to retrieve from the database
any brand that could be considered a subset or superset
of the candidate brand. At this point we confront two
inconveniences: 1) the system must ignore any combinations
of the changes cited above, and 2) there must be a restriction
in the size of the allowable changes. In this work we will
present a solution to the problem described in 1 above.

The article is organized as follows. Section II describes
the background of our partial matching approach. Section
III provides details on the implementation of the proposed
model. Experimental results using real and synthesized cattle
brand images are discussed in Sect. IV. Section V gives
the conclusion and a few words about future work. Finally,
Sect. VI is an Appendix showing the results of intermediate
processes, working with real examples of cattle brand sam-
ples.

II. PARTIAL MATCHING

A. Working with Local Shape Descriptors

In our particular case, cattle brand registration is done by
handwriting the brand on a graphics table within a bounding
box. It means that two similar brands may be drawn with
slight differences in size, proportion, orientation, and slant-
ing. In this work, these differences are approximated by an
unknown affine transformation.

Due to the nature of the digitalization equipment, the
problem is studied in the context of low-noise gray-level

Figure 2. Matching brand elements considering individual strokes.

images; no other noise is added to the source image.
The proposed partial matching scheme is based on a

set exclusion measure function. The formulation of such
measure function relies on the comparison of descriptors,
obtained by decomposing the brand in some characterizing
components.

Each component forming the brand is analyzed separately
to extract a set of local descriptors. As we anticipate, we con-
sider these descriptors invariant under affine transformations,
i.e., two components related by an affine transformation will
be mapped to the same point in our descriptor space.

B. Choosing the Right Components

Strokes as brand components: To perform the decom-
position, a natural choice is to consider the primitive strokes
forming the cattle brand as the working elements. We define
a primitive stroke as a continuous, open or closed, curve or
polygon. From now on, every time we refer to a stroke, we
are referring to a primitive stroke.

However, matching livestock brands by only taking ac-
count each individual stroke, separately, is not enough to
distinguish two brands with similar design.

For instance, if we consider their strokes separately, the
brand to the left in Fig. 2A could be considered a superset
of the brand to the right, the shaded stroke is present only
in the brand to the left. Strokes f1, f2, g1 and g2, compared
in 2B-C, are exactly the same, in each case. In 2D, f3 is the
reflection of g3; reflection is an affine transformation, hence,
our descriptor space cannot distinguish between them.

Relative spatial distribution of strokes: The adopted
solution consists in using pairs of strokes as brand compo-
nents. Descriptor values computed from the union of two
strokes, preserving their position relative to each other, will
be enough to distinguish both brands in Fig. 2A.

Figures 3B–D illustrates the only three matching pairs of
strokes to carry out the comparison. Among the three pairs,
only two of them are similar 3B and 3C. In 3C, again, one
pair is the reflection of the other one. In 3D, we see that f3
and g3 appears reflected in each brand, but f1 and g1 does

Figure 3. Matching brand components considering pairs of strokes.



not. This geometric fact should be enough to label these
brands as different.

C. Brand Classification

1) Set of descriptors of a brand: Considering a brand
F ⊂ R2 as a countable set of strokes, let fi ∈ F represents
the i-th stroke in that brand. The set of descriptors of F is
defined as

SF :=

N−1⋃
i=1

N⋃
j=i+1

I(fi ∪ fj) , N > 1 , (1)

where I : F → Rn is some shape feature extractor operator
and N is the number of strokes in F . We do not consider
here the trivial case when N = 1, i.e., a brand composed
uniquely of one isolated stroke.

2) Best association between sets of descriptors: Now, let
SF and SG represent the descriptor sets of two brands F
and G, respectively. Note that SF ) SG implies F ) G,
i.e., brand G could be converted in F by adding the strokes
in F \G.

Consider the countable collection PFG of injective (one-
to-one) correspondences with the form

PFG = { (x, y) | x ∈ SF , y ∈ SG } . (2)

In the case of two similar brands, only one of the corres-
pondences PFG ∈ PFG will depict the correct association
of sets SF and SG.

In order to determine if SF is a subset or superset of SG,
we must find that correspondence. To solve this issue a pre-
selection on the sets PFG ∈ PFG using a minimum distance
classification criterion will be performed.

Consider the linear combination of the distances between
each pair of descriptors (x, y) ∈ PFG given by

d(PFG) :=
∑

(x,y)∈PFG

‖x− y‖ , (3)

where ‖ · ‖ is some norm in the descriptor space Rn, e.g., the
L2 norm. Note that QFG ∈ PFG contains the best pairing
of members in SF and SG if, and only if it fulfills the best
association condition

d(QFG) = min
P∈PFG

d(P ) . (4)

Once QFG have been determined, we must verify that the
association it describes is good enough to consider if SF ,
or SG, is included in the other.

3) Set exclusion criteria: One way to determine that a
brand does not contain, nor it is contained in another brand,
is establishing an exclusion measure M : R2×R2 → [0, 1].
Such measure between two brands must yields 0 whenever
a brand is a subset of the other, and 1 when the brands
are disjoint sets. Values between 0 and 1 will indicate that
brands are not disjoint sets but neither one is subset of the
other one; i.e., their intersection is not an empty set. We

will now formulate one of such measures which will be the
workhorse of our partial matching approach.

Let m and n be the number of elements in SF and SG,
respectively, we define our set exclusion measure by

M(F,G) := 1− 1

r

r∑
i=1

χi , (5)

where r = min(m,n), and the characteristic operator χi is
defined as

χi :=

{
1, if ‖xi − yi‖ ≤ θ ,
0, otherwise ,

(xi, yi) ∈ QFG . (6)

As in (3), ‖ · ‖ is some underlying norm from the descriptor
space, and θ ≥ 0 is a threshold parameter determining
the maximum allowed distance to consider similar two
corresponding components from F and G.

Measuring exclusion: The set exclusion measuring
function (5) can yield any value from Table I.
M(F,G) = 0 means that F or G, or both, contains all

the strokes of the other; it will be F = G only if m = n.
When 0 < M(F,G) < 1, F and G have some strokes in

common, but also both have strokes that does not exists in
the other.

If M(F,G) = 1, F and G have no strokes in common.
I.e., both have completely distinct designs.

Summarizing, if M(F,G) 6= 0, neither G nor F could be
converted in the other.

D. Registering Brands

Regarding the values given by the set exclusion measure
(5) summarized in Table I, and considering G as any brand
from the database of registered brands, a registration system
must reject any candidate brand F for which M(F,G) = 0.

Figure 4 illustrates the only four scenarios a registration
system could face, and the values given by the set exclusion
measure for each case. The lower row shows the candidate
brands, labeled F1, ..., 4. A brand from the database, labeled
G, is in the mid-upper part of the figure. From left to right:
F1 is, clearly, a superset of G, the shaded stroke is not
present in G; F2 is a subset of G, since it lacks one stroke
from G; F3 has three strokes in common with G, but the
one it lacks from G and the shaded stroke in F3 makes it
impossible the conversion between them; finally, F4 have a
completely distinct design from G.

According to the exclusion criterion both brands, F1 and
F2, must be rejected since M(F1, G) = M(F2, G) = 0.

Table I
CONTINGENCY OF THE SET EXCLUSION MEASURE

Relation Exclusion value
SF ⊇ SG or SG ⊇ SF =⇒ M(F,G) = 0

SF + SG and SG + SF =⇒ 0 < M(F,G) ≤ 1



Figure 4. Values of the set exclusion measure for various scenarios.

At the same time, F3 and F4 may be accepted, because
M(F3, G) 6= 0 and M(F4, G) 6= 0.

III. IMPLEMENTATION DISCUSSION

We will not give a detailed description of the auxiliary
stages of our implementation. What follows is just an
overview—properly referenced—explaining what is done
before the matching stage is performed. Sect. VI illustrates
some example cases with real brand images, where the
output of these preliminary processes and its intermediate
stages are shown.

A. Image Preparation and Brand Segmentation

The experiments have been applied onto 8-bit gray-level
images. Brand sketches digitized with the graphics table are
noise free. No noise has been added, neither in the images
background nor in the brands strokes.

First, query and database images were binarized using
Otsu’s threshold algorithm [15]. Then, each pixel in the
strokes are analyzed and labeled with its degree of freedom
using techniques described in [16]. The original strokes are
broken in their junction regions and each primary stroke
is isolated and labeled. The orientation space projection
technique described in [17], [18], was chosen to reconstruct
all continuous strokes, separating overlapping strokes. This
technique can easily handle X- and T-type strokes junctions.
L- and V-type strokes are also broken in their vertices, these
segments are recombined because we consider them single
strokes.

B. Feature Extraction

For the feature extraction stage we have several ap-
proaches to choose from. Standard affine moment invariants
(AMI) described in [19] and generalized in [20]. Two
methods based on a new image transform called multiscale

autoconvolution (MSA) [21] and spatial multiscale affine
invariants (SMA) [22]. And a novel approach based on the
combination of the theory of the AMI, MSA and SMA
methods, the generalized affine moment invariants (GAM)
[23]. All descriptors extracted by those methods are invariant
under affine transformations.

Initially we made some testing with AMI features, then
we switched to the SMA method for its robustness and its
low complexity at the implementation time—with respect
to MSA and GAM models—and because AMI possess
considerable weaknesses [22] confirmed by our experiments.

C. Partial Matching Classifier

Although preliminary experiments was done using the L∞
and L1 norms, the performance tests was carried out using
the Euclidean L2 norm—which bring better results—in R35,
the descriptor space supplied by the SMA operator [22].

A graph path minimization method is used to determine
the components correspondence fulfilling the best associa-
tion condition (4). The implementation of the set exclusion
measure function (5) and the characteristic operator (6)—the
workhorses of our partial matching scheme—is straightfor-
ward.

The value for the parameter θ in (6) was determined
experimentally to achieve a good trade-off between sen-
sitivity and selectivity. The performance was checked out
using values for θ in the range [0.004, 0.1]. Decreasing the
value of θ increase the classifier’s selectivity, and increasing
θ increase its sensitivity.

IV. EXPERIMENTAL RESULTS

A. Database of Real Brands

To quantitatively evaluate the accuracy and efficiency of
the proposed partial matching scheme, we perform brand
retrieval according to exclusion criteria summarized in Table
(I). A set of 315 randomly selected real cattle brand images
was established to setup a database and carry out the testing.
This database was preprocessed to populate the knowledge
base with the sets of descriptors. Figure 5, shows a slice
sample of the brands in our database.

B. Synthesized and Real Query Brands

Fourteen test sets containing synthesized query brand
images have been prepared. The test sets were grouped into
three categories:

1) Five sets for trivial tests totalizing 1563 query im-
ages containing: verbatim copies of the brands in the
reference database, and the same brands with add-on
aggregates consisting of external arcs and bars, circles
and rectangles bounded to the brands.

2) Six sets with 1650 query images synthesized from
the original brands by applying affine transformations.
They include one set combining transformed brands
with add-on aggregates.



Figure 5. Real brand samples from our cattle brand database.

3) Three sets totalizing 749 query images including:
database brands with add-in aggregates (extra strokes
overlapping the original brand design), partial brands
constructed by removing out one stroke from the
database brands, a rejection set containing brands with
no counterpart in the database; 35 real brand images
were also included in this last set.

In order to isolate the inherent error in the retrieval
model from external influences, those images for which
the segmentation procedure did fail were discarded, even
though, the amount of error is reported when it is applicable.
The correctness rate of the segmentation process varies
between 82% and 86%, consistently with those values given
in [16], [17].

C. Evaluation Criteria

The metrics and criteria given by Eq. (7) and Table II,
respectively, were adopted to evaluate the intraclass and
overall retrieval performance [24]:

P =
tp

tp+ fp
, R =

tp

tp+ fn
. (7)

Table II
CONTINGENCY FOR THE RETRIEVAL TEST SETS

F ⊇ G or G ⊇ F F + G and G + F

M(F,G) = 0 True positives False positives
M(F,G) 6= 0 False negatives True negatives

Table III
BEST INTRACLASS RETRIEVAL PERFORMANCE FOR THE PROPOSED

MODEL

Test set P R S.E.
A. Verbatim 1.000 1.000 0.0%

Add-on 1.000 1.000 0.0%
B. Displaced 0.971 0.971 13.3%

Rotated 0.977 0.970 18.1%
Scaled 0.946 0.902 13.7%
Stretched 0.988 0.952 14.9%
Sheared 0.992 0.992 16.2%
Combined 0.973 0.954 16.5%

C. Add-in 0.980 0.918 3.7%
Partial 1.000 1.000 12.4%
Rejection 1.000 1.000 N.A.

P measures the precision of the proposed model, an indica-
tor of its selectivity, R measures the recall value, an indicator
of the sensitivity of the model, tp is the amount of query
brands correctly classified, true positives, fp is the amount
of misclassified query brands, false positives, and fn the
amount of not retrieved query brands, false negatives.

D. Performance of Partial Matching

Table III summarizes the results of feeding the prototype
program with the test sets. The column labeled “S.E.” list
the amount of segmentation error, the P and R values are
not affected by this error.
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Figure 6. Overall retrieval performance for the proposed model. The
leftmost measure is for θ = 0.1, and the rightmost for θ = 0.004.

The trivial tests (group A) achieved P = R = 1.000 for
all values of θ in our test interval [0.004, 0.1]. For the sets
with brands undergoing affine transformations (group B),
the best performance was obtained for 0.006 ≤ θ ≤ 0.01.
Brands with add-in strokes (group C) yield P ≥ 0.950 for
θ ≤ 0.006 and R ≥ 0.900 for θ ≤ 0.005. On the other
hand, partial and rejection brands (group C) attained good
precision for values of θ ≤ 0.01, and R = 1.000 always.

The low performance achieved with the scaled version is
because the brand images are not scaled in the true sense
but resized versions of the original images preserving the
original width of the strokes. For the stretched and sheared
variations we attained better results, since in those cases
the scaling only affects one axis of the image. The larger
segmentation error occurs with rotated brands, the source
of the error is, indeed, the sensitivity of the segmentation
technique to the orientation of the strokes.

The overall retrieval performance is shown in Fig. 6,
presented as the recall-precision graph [24]. This includes
the results of all test sets with the exception of the trivial
cases. It can be seen that good performance (high rates of
recall and precision) is accomplished for 0.004 ≥ θ ≥ 0.01.

V. CONCLUSION AND FUTURE WORK

In this article, we proposed a partial matching algorithm
based on set exclusion criteria. A strategy based on local
descriptors extracted from pairs of strokes was used to
formulate a set exclusion measure function.

Experimental results, summarized in Table III and Fig.
6, have shown the efficiency of the partial matching me-

thodology in livestock (cattle) brand retrieval. We believe
its functionality could be applied to other image analysis
and pattern recognition areas, offering new possibilities for
similar applications.

For future work, we aim to enhance the overall accuracy
of the system improving the stroke segmentation stage with
new approaches, like the method presented in [25], [26], and
implementing more powerful feature extraction techniques
such as those in [21], [23].

VI. APPENDIX

A. Real World Examples

This section will show working examples with real cattle
brands. Fig. 7 illustrates the intermediate steps of the seg-
mentation stage. The upper row shows a real brand from the
cattle brand database, the “JL Ranch” brand. In the lower
row we modified the JL brand, the original marks were
slightly slanted and three extra strokes have been added;
this is a fake “hat HF combined” brand.

In 7A the original digitized JL and the modified HF brands
are shown; Fig. 7B shows the result of binarization using
the Otsu’s thresholding algorithm; Fig. 7C are the result of
labeling each pixel in the stroke with its degree of freedom,
this identifies terminal (darker), regular and junction (lighter)
regions; and Fig. 7D shows the labeled primary strokes, after
the original strokes were broken at their junction regions.

Next, each junction region and its surrounding are mapped
into a 3D orientation space (OS). All primary strokes which
results connected in the OS must be reconnected after
projecting back the OS mapping onto the image plane.
The resulting sets of pixels are considered the continuous
primitive strokes. Figures 7E–I illustrates the results of these
processes. Some irregularities in the stroke contour appear

Figure 7. Brand segmentation: Identification and isolation of primary
strokes (A–D), reconstruction and extraction of continuous primitive strokes
(E–I).



Figure 8. Example case: The exclusion measure for the query F and
database brand G yields M(F,G) = 0.00, the value for the distance
between the only matching pair components is ‖xi− yi‖ = 2.05× 10−3.

where there were the junction regions. This technique is
unable to handle tangent curves [17].

Figure 8 shows how the correct brand is identified for this
example case. The response time varies with the complexity
of the query brand, but it normally takes less than two se-
conds to a 3.0 GHz Pentium IV to find a matching candidate
with our small database; in this situation most of the time
is consumed by the segmentation procedure.

The target database is supposed to have about of 80 000
registered brands, in such a case the time consumed by the
segmentation procedure will be relegated to a second plane.

Figure 9 illustrates the output of our implementation for
two other examples. For these and the previous example we
set θ = 4.0× 10−3.

A. B.

Figure 9. More examples: A) In this case the original brand was slightly
rotated and shrunk horizontally, and then a new stroke was added. The
exclusion measure is M(F,G) = 0.00, and the mean value for the distance
between matching pair components is ‖xi−yi‖ = 3.67×10−3. B) In this
example we just add three new strokes to the unmodified original brand.
The exclusion measure is M(F,G) = 0.00, and the mean value for the
distance between matching pair components is ‖xi− yi‖ = 8.76× 10−5.

B. System Prototype

Figure 10 shows a diagram of the complete system proto-
type, starting since a new query is digitized all the way to its
acceptance or rejection. Whenever a new brand is accepted,
its digitized image and its set of descriptors are stored in the
brand image database and in the descriptors set knowledge
base, respectively, completing the registration process. The
prototype was implemented in the C++ language.
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