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Abstract. This work describes an approach for face detection, which is the �rst stage of any fully
automated human face recognition system. We propose several enhancements to a feature-based approach
described by Yow and Cipolla[20] in an attempt to obtain more accurate results. Namely, the attentive
feature selection and grouping phases are modi�ed in order to deal with incomplete feature detection
while, at the same time, reducing the number of candidates and candidate groups considered.

1 Introduction

Recognizing faces in images is a very common task per-
formed in di�erent contexts by, for instance, security
systems controlling the admission to a building or spe-
cialized searching systems working on image databases.
In fact, the subject received a lot of attention during
the last decade and, as a result, a large number of
works have been published.

Here we consider that face recognition is the task
of comparing a face already detected in an image with
those of a data base, possibly obtained under di�erent
conditions. The task of identifying if and where faces
occur in an image is known as face detection. We con-
sider face detection as a task that must precede face
recognition. Some authors, however, consider it a part
of the face recognition task. The terms \face search"
and \face location" are also commonly used to refer to
face detection.

Several di�erent approaches to face recognition
have been proposed and we can �nd in the literature
many works where high recognition rates are reported.
Some of these techniques take face detection for granted,
that is, they assume the existence of a face detec-
tion procedure capable of determining with reasonable
accuracy all the needed contours and features. Oth-
ers assume that the images have been taken in condi-
tions which are so constrained that face detection be-
comes quite easy. In reality, however, face detection is
frequently complicated by factors such as background
complexity, illumination conditions, image scale and
the pose of the face. Even when we have a frontal-
parallel view of a face, there are some alternatives to
be considered. For instance, the open mouth of a smil-
ing face can be considerably di�erent from a closed
mouth. Bangs, eye glasses and moustaches sometimes
mess up the result of a detection system that does not

consider their presence. In a side view of a face, even
when all main features are present, symmetry is lost.
In a pro�le view, some features disappear and the re-
maining ones may become more important.

In the present state-of-the-art, face detection sys-
tems usually do not take all those alternatives into ac-
count. Nonetheless, a relatively robust system which
supports varying scales, illumination conditions and
face orientations was described in Yow c. That system
uses a belief network to get high detection rates even
for pro�le images. In summary, the system identi�es
in the image possible locations of elementary features
such as an eye, an eyebrow, a nose or a mouth (we shall
use the term candidate to refer to such locations). The
belief network is used to estimate not only the prob-
ability of a given candidate actually representing an
elementary feature, but also to identify what groups of
candidates could be considered to represent a face or
a part thereof.

In this article we propose enhancements to the so
called pre-attentive feature selection and the grouping
phases of Yow's approach. We modify the former in
order to reduce the number of candidates, and the lat-
ter in order to avoid testing a huge number of pairs
and quadruplets. We opt to make training more elab-
orate rather than operating on the image for each pair
of candidates which satisfy a simple positional condi-
tion. In spite of the geometric constraints the number
of such pairs can be very high.

Moreover, incomplete detection may lead to false
results. Suppose that instead of having a candidate
representing the mouth, we have two candidates which
are parts of the mouth. Now, let G be a group where
only one of these candidates play the role of a mouth,
and let G

0

be that same group except that both can-
didates form a mouth. One should expect that the



probability of G belonging to a face will be lower than
that of G

0

. On the other hand, we cannot join, say,
the two eyebrows, although they might have exactly
the same characteristics. To address the problems due
to incomplete detection, the system attempts to recog-
nize fragment of a face element and to �t them together
into a face element candidate.

Finally, making use of simple positional relation-
ships and organizing the data, we can make grouping
less computationally intensive. Assuming that the sys-
tem has already assembled fragments, it will only pair
two feature candidates if their relative size match those
of the features they represent. The distance between
the two feature candidates is treated similarly. More-
over, if two features overlap too much, then they are
either merged into a single feature or one of them is
discarded. Thus, the number of pairs of feature can-
didates that have to be tested grows linearly with the
overall number of candidates.

The article is organized as follows: in Section 2 all
best-known approaches for face detection are overviewed.
Our approach is described in detail in Section 3. Sec-
tion 4 is dedicated to the system implementation and
the results obtained so far. Finally, Section 5 contains
some �nal comments and perspectives for further work.

2 Related Work

During the last ten years a large number of strategies
for face detection have been proposed. They can be
roughly classi�ed in one of the following categories:1

2.1 Shape-based Systems

These systems use intensity or color contrast to identify
contours which are then compared with the contour of
standard facial features.

The best known methods of this category use ac-
tive contour models (Waite and Welsh [16], Craw et al.
[4] and Cootes and Taylor [3]). An active contour is a
curve which can be deformed or attracted to an image
contour in response to a system of forces. Snakes (see
Terzopoulos and Waters [14]) are the most popular of
these models. The main drawback of using active con-
tour models is the fact that they require both good
initial solutions and an adequate choice of parameters
to perform well. This creates di�culties for the detec-
tion of facial features. If an active contour with the
shape of a mouth is placed close to an eye, then it is
possible that it will converge to the eye leading to a
false detection. Model energies relative to each stan-
dard facial feature can be used to reduce the frequency

1Due to text length restrictions we will only cite some of the
most representative works of each class.

of that kind of problem. However, this is not su�cient
to eliminate the problem completely, specially consid-
ering that facial features can take di�erent forms and
in consequence the model energy function cannot have
a very localized support in the space of contours.

2.2 Feature-based Systems

These systems exploit the fact that the relative po-
sition of any two human face elements is consider-
ably �xed. As a consequence, the geometrical relation-
ship between the feature candidates corresponding to
these elements in an image is less sensitive to viewpoint
changes than intensity or shape. The �rst stage of such
systems is a feature detection step which is crucial to
the ultimate quality of the results obtained. Feature
candidates detected in the image are then compared
with the facial features, usually by means of a statis-
tical measure de�ned in a space of characteristics. For
instance, a very popular approach uses the correlation
between windows in the image and feature templates
(Sumi and Ohta [12], Zelinksy and Heinzmann [21]).
However, since the image of a feature can vary consid-
erably due to pose or illumination variations, its cor-
relation with the feature template can lower down to
the point of making the method unappropriate.

Once two di�erent feature candidates are detected,
their relative position can be used to check whether
they can be part of a face or not. This grouping pro-
cess is repeated until a su�cient number of di�erent
features of the same face is recognized. The bottom-
up nature of this technique makes it possible to reject
hypotheses at low levels of the grouping hierarchy thus
contributing to the e�ciency of the approach. They are
also a good alternative to deal with situations where
some of the face elements are not present, as in a pro�le
view or when the face is partially occluded.

The present work is based on the approach sug-
gested by Yow and Cippola ([20]) and, like it, can be
classi�ed as a Feature-based System.

2.3 Pattern-based Systems

Most popular approaches to pattern-based face detec-
tion use neural networks to tell whether a given region
of an image contains a face. As one can expect, the
quality of the results is related to the amplitude of
the data used in the training phase. Sung and Pog-
gio [13] used over 1,000 face images and 10,000 images
with no faces to train their multi-layer perceptron net-
work. Another well-known technique (see, for instance,
Turk and Pentland [15]) consists in projecting the im-
age onto the subspace generated by the eigenvectors
associated to the k largest eigenvalues of a pixel corre-



lation matrix obtained in the training phase Note that
these eigenvectors are images, and not features.

Pattern-based systems have di�culty when deal-
ing with di�erent imaging situations such as partially
occluded faces or changes in the face pose or illumi-
nation conditions. Such systems can be used in a less
restrictive context, but only if the training data in-
cludes several images of the same individual taken un-
der slightly di�erent conditions.

2.4 Color-based Systems

Several researchers (Fleck et al. [6], Kjeldsen and Kender
[8]) have demonstrated that skin color varies within a
narrow strip of the color space. In view of that, detect-
ing pixels having the color of the human skin can be
a straightforward way to �nd image locations where a
face must be searched. Region growing techniques can
be used to group skin color pixels, and for each of these
groups a face hypothesis can be formulated.

Of course, those techniques are independent of
face poses or viewpoints. Chen et al. [2, 17] obtained
interesting results using an uniform perceptual color
space and a fuzzy logic classi�er. Using a combination
of color and texture, Dai and Nakano[5] were able to
obtain a large number of correct face detections. The
problem is that the color of an object perceived by a
human depends on the light wavelength which varies,
for instance, with the time of the day. Moreover, dif-
ferent cameras produce di�erent color values. Hence, if
there are no records about the conditions under which
an image has been taken, the range of possible colors
for the skin becomes too large making the approach
less advantageous.

2.5 Motion-based Systems

Most of these systems assume a static background and
make use of very simple techniques such as subtracting
consecutive frames to reduce the search space. How-
ever, if the viewpoint also varies or if there are sev-
eral moving objects in the scene, then the number of
false candidates generated can make this approach to-
tally unproductive. Nevertheless, a motion detector is
a powerful tool to con�rm face hypotheses.

3 The Proposed Approach

The face model used in the detection step is composed
of six facial features: the two eyes and eyebrows, the
nose and the mouth. These features were chosen with
two objectives: to make the model reasonably indepen-
dent of the various factors a�ecting the appearance of
a face in a photo, and to guarantee that the model
contains a minimum amount of information. Indeed,

except when the face is considerably occluded or when
the line of vision is almost parallel to the plane of the
face, at least four of the selected features do appear in
the image. Any such group of four features is called
a Partial Face Group (PFG). This property gives the
model a certain stability in relation to the factors in-
uencing the aspect of a face in an image. In a frontal
view, the presence of several PFGs can be used to in-
crease the con�dence of the detection.

Figure 1: The models used to face and fa-
cial features groups.

The recognition procedure is preceded by a train-
ing phase where a standard vector of characteristics is
associated with each facial element (i.e., nose, mouth,
eyes, etc.) and also to fragments of these elements2.
Once a candidate is identi�ed in the image, the proba-
bility that it actually represents a given feature is esti-
mated by computing a statistical measure of similarity
between the candidate's vector and that feature's stan-
dard vector. We remark that these characteristics do
not need to be the same for every feature, although,
some of them (mean values, variances) are common to
all.

The approach used here is divided into two phases.
The �rst one consists on a search for features whose
result is a list of candidate locations. For each pair
(candidate-feature) we estimate the probability of the
candidate be an instance of the feature. Using these
probabilities and geometrical and positional relation-
ships, the system tries to merge candidates associated
with fragments of the same face element. After this
merging process, the candidates that have a reason-
able probability of representing a complete face ele-
ment are selected. The second phase consists of a
process whereby the selected candidates are grouped
according to their relative positions. These should

2We use the term feature to denote both an element and
fragments of an element, while the term characteristic refers to
a measure associated to a feature (a mean value, a variance,
the aspect ratio, etc.). We call attention to the fact that a
fragment of a face element is also refered to as a feature in the
text following.



match the relative positions of the correspondig face
elements. For instance the candidate corresponding to
the nose must be above and not very far to the one cor-
responding to the mouth. Groups of candidates that
do not adjust to each other in a coherent manner are
discarded. The result of this phase is a set of can-
didates corresponding to one or more PFGs, and the
probabilities that they are part of a face. These prob-
abilities are obtained by using Mahalanobis distances
whose parameters are de�ned in the training phase for
each group.

The context of these two phases are completely
distinct. The �rst one makes use of image processing
techniques: di�erential and Gaussian �lters, edge de-
tection methods and histograms for determining thresh-
olds. In the second one, a Belief Network is used to
obtain more precise estimates of the probability that a
group belongs to a face. That network makes it pos-
sible to explore the interrelationship between groups
sharing a common candidate. For example, a highly
probable pair composed of an eye candidate and an
eyebrow candidate may increase the probability of a
pair composed of that eye candidate and another one.
The characteristics used for a group of face elements
can be either dependent on those employed for each
face element alone or consider information not taken
into account for any element (e.g.: the relative distance
between two elements forming a pair).

3.1 Searching Features

The facial elements that comprise our model (eyebrows,
eyes, nose and mouth) have a common property. If the
image is subjected to a strong low-pass �lter, then all
these elements { even the nose, if the nostrils appear -
become strips with a horizontal dimension much longer
than the vertical one. Thus, the search can be ori-
ented in that direction. Following a suggestion given
in Yow [20], we have used a �lter which is a Gaussian

approximation of the partial derivative operator
�
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convoluted with a Gaussian �lter de�ned in a window
longer in the horizontal direction than in the vertical
one (we used a ratio of 3 : 1). This �lter intensi�es the
horizontal edges and weakens the vertical ones. The
idea is to avoid having to eliminate edges explicitly in
function of its direction, which could be complicated.
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for some k > 0 [7]. Gaussian Derivative Filters are

separable and also scalable and steerable, meaning that
they can be expressed as a linear combination of a �nite
collection (i.e., a base) of similar �lters (see Perona
[11]). By implementing the �lters of such a base, it
is possible to obtain information about the orientation
and scale of a face. This, in turn, makes it possible to
normalize the image with respect to these two aspects.

The standard deviation � must be chosen accord-
ing to the size of the features in the image. If nose and
mouth are merged into a single feature, them it will not
be possible to recognize them. On the other hand, a �
which is too small can generate a huge amount of can-
didates thus decrease the performance. For 256� 256
images of close faces, values of � between 2 and 3 have
produced reasonable results. Once the �lter above is
applied, the next step is to localize all local maxima
in the resulting image. A large number of these max-
ima is to be expected and, hence, a strict threshold has
to be used to select only a fraction of them. Usually,
most local maxima correspond to false candidates and
several of them are associated whit the same feature.
Local maxima which survive the thresholding process
- hereafter called points of interest or simply p.o.i.'s -
will be pruned later in three further steps. First, we
search for edges laying above and below the p.o.i. If
it is not possible to �nd near the p.o.i. an edge whose
direction is predominantly horizontal (at an angle with
the x-axis less than �

6 , for instance), then the p.o.i. is
discarded.

Around each of the remaining p.o.i.'s, we place a
bounding box whose horizontal sides are approxima-
tions of the closest edges above and below the p.o.i.3.

From the data contained in that bounding box, we
obtain a vector of characteristics that will represent a
feature candidate associated with the p.o.i. Using the
Mahalanobis distance (see Eq. 6), this vector will be
compared with similar vectors obtained in a training
phase. As a result of that comparison, the candidate,
and in consequence the p.o.i., can also be pruned.

In order to �nd (almost) horizontal edges around
a p.o.i., we �lter the image locally using the operator�

G �
@

@y

�
(x; y) =

@G

@y
(x; y) : (2)

As we make a local search for each p.o.i., it is
possible to use thresholds adjusted to the data in its
neighborhood. As mentioned above, if no edges larger
than a given minimumlength are found, then the p.o.i.
is discarded. To avoid that happening too often, chain-
ing techniques are used to try to merge small segments

3In fact, we work with a lower bound for the width of the
bound box. Boxes which are too narrow contain very little
information.



close to each other into a long one. In fact, a complete
edge �nding procedure is performed locally.

Now, consider a narrow vertical strip symmetric
in relation to the column of the p.o.i. Starting at the
line of the p.o.i., the system goes upward summing up
the horizontal extents of all edges crossing the strip
within the current line. This procedure is repeated
in the downward direction. When the accumulated
total of both searches reaches a given minimum value,
the process stops. Now, let plu (pru) be the leftmost
(rightmost) point of an edge that meets the scanned
part of the strip above p.o.i. p.

Let pld and prd de�ned analogously in relation to
the part below p. The horizontal dimension (DH ) of
the bounding box associated to p can be estimated as

1

2
[(xru + xrd) � (xlu + xld)] : (3)

The vertical dimension (DV ) could be obtained in
a similar way. However, problems may arise if, say, plu
is below p. To avoid that, in the calculation of DV we
use the vertical coordinates of the highest points of the
edges containing plu and pru and the lowest points of
the edges containing pld and prd.

Consider three images obtained from the original:
image (1) is obtained by applying the �rst degree op-
erator given in 2; image (2) is obtained by applying
the second degree operator given in 1, and image (3) is
the Hilbert Transform of image (2). We have selected
eight measures to form the vector of characteristics of
a bounding box. Four or six of them, depending on the
feature, are mean values and variances of these images
inside the bounding box. The remaining measures are
geometrical in nature and also depend on the type of
feature being considered.

During the training phase, the image is subjected
to the same process up to this point. Then, the user
has to indicate the actual bounding box of each of the
six face elements. Let Q be the bounding box of a
face element F in an image used in the training, and
let Q0 be one of the bounding boxes obtained when
the methodology above is applied to that image. If
the area of Q \ Q0 is simultaneously larger than 1=3
of the area of Q and larger than 4=5 of the area of
Q0, then Q0 will be associated with F or a fragment
of F . The feature which will be associated with Q0

is determined in function of the textures represented
in Q0: For instance we consider four possible features
related to an eye: the eye itself and three fragments:
iris, white and one composed of half the white and
the iris. The mouth has even more fragments because
the teeth or even a part of the tongue can appear,
besides the lips. Now, let Q1 and Q2 be two bounding

boxes placed one beside the other and associated with
fragments, F1 and F2.The candidates relative to Q1

and Q2 wil be merged if the area of Q1 [ Q2 is only a
fraction (say 1=5) smaller than the area of its bounding
box. If F1 = F2 = F , then the candidate resulting of
the merge will be also associated with F . Otherwise, it
will be associated with the feature composed of both
F1 and F2: If the number of training samples where
a given fragment is detected is considered small, then
that fragment can be explicitly indicated by the user
in some sample images.

For each feature, the system stores the average
values of all characteristics associated with it and the
correlation matrix of these characteristics. Considering
that feature j is represented in mj training samples
then, its correlation matrix is obtained by

X
j
=

mjP
k=1

(xj;k � xj) (xj;k � xj)
T

mj

(4)

where

xj =

mjX
k=1

xj;k (5)

is the vector composed of the mean values of all char-
acteristics of feature j.

In the detection step, this statistical information is
used by the system to perform a last pruning operation
on the set of p.o.i.'s. The Mahalanobis Distance Mij

between a candidate i whose vector of characteristics
is xi and the set of samples of feature j obtained in the
training phase is given by

Mij = (xi � xj)
T
X�1

j
(xi � xj) : (6)

The probability of candidate i representing feature
j is �rst estimated as

Pij =

( �
1� Mij

�j

�
;Mij < �j

0; otherwise
(7)

where �j is an admission threshold for the jth feature
class.

These probabilities are used in the process of merg-
ing candidates associated to fragments of the same el-
ement in order to validate or reject unions. The candi-
dates resulting of that merging, whose initial probabil-
ities Pij are zero for all face elements are eliminated.

Lastly, four probability values Pbrow, Peye, Pnose,
Pmouthare associated with the remaining candidates,
using the equation above. When a group is formed,
the candidates play the role of a speci�c face element.
Only the probability relative to that element will be



used in the network when processing the group. For
instance, if the pair eyebrow-eye is formed, then only
the Pbrow of the upper candidate and the Peye of the
lower candidate will be used. These probabilities are
also useful to reduce the number of possible combina-
tions which include the group.

3.2 Grouping Features

The second stage of our detection procedure consists
of estimating the face as an appropriate subset of the
features detected in the �rst stage. This stage consists
of two separate steps: feature grouping and probabil-
ity estimation. At this point, the original image is not
necessary anymore since the list of bounding boxes ob-
tained in the �rst stage already contains the required
information. Each box has an associated characteris-
tics vector and a list of probability values. Each value
indicates the degree of certainty that the box corre-
sponds to one of the face elements and is computed
using the Mahalanobis distance described earlier.

The grouping of features is done considering the
groups shown in Figure 1 and consists of the following
steps:

1. Face elements candidates are examined two at a
time in order to build pairs. Candidates which do
not take part in any pair are discarded.

2. All pair groups obtained in the previous step are
also examined pair-wise in order to form PFGs.

3. If any two PFGs have one pair group in common,
then they represent a complete face model.

This feature grouping process is similar to that
described by Yow [20] which considers geometrical re-
lationships between interest points. However, since we
assume that the face orientation is the standard one
the evaluation of these geometrical relationships be-
comes simple. The �rst condition for a pair of features
be considered an acceptable vertical pair is that their
horizontal projections overlap signi�cantly. Thus, if
xM(i) and xm(i) are the maximum and minimum x
values of the bounding box Qi associated with interest
point i, then two interest points n and r are considered
a vertical pair if

min(xM (r); xM(n))�max(xm(r); xm(n))�
xM (r) + xM (n)

2
�
xm(r) + xm(n)

2

� (8)

is not less than a given threshold value �v. Note that
this criterium avoids pairing two candidates whose bound-
ing boxes have very di�erent sizes.

When considering horizontal pairs it is not reason-
able to test for an overlapping of the vertical projec-
tions since the boxes usually have small y dimensions.
Instead, the system only tries to evaluate if the boxes
are roughly aligned along a horizontal line. Thus, if
yM (i) and ym(i) are the maximumand minimumy val-
ues of the bounding box associated with interest point
i, then for two interest points n and r be considered a
horizontal pair they must satisfy that

min(yM (r); yM (n)) �max(ym(r); ym(n))

min(yM (r) � ym(r); yM (n)� ym(n))
(9)

is not less than a given threshold value �h. They must
also satisfy a second condition which is:�

xM (r) + xM(n)

2
�
xm(r) + xm(n)

2

�
� :5�

maxfxM (r)� xm(r); xM(n) � xm(n)g

Let Ai be the area of Qi and Anr; the area of
Qn \ Qr. If Anr � 4=5. min(An; Ar) then either one
between n and r is discarded or they are merged into
a single element. Moreover the search for a vertical or
horizontal pair containing n is limited by a threshold
determined in function of the size of Qn.

Using that methodology, sorting boxes along the
x and y axes and testing only candidate pairs which
are close in each sorting order it is possible to expect
an average cost signi�cantly smaller than that of Yow
[18], since it is not necessary to examine all possible
pairs.

As part of the grouping process, probabilities for
the groups are estimated using the Mahalanobis dis-
tance (6). Groups (pairs or PFGs) with very low prob-
abilities are eliminated. . For each new group gener-
ated, a vector of characteristics is obtained based on
both the characteristics of each feature composing it
and the interrelations between these features. Some
of the characteristics are mean values and variances
determined from the corresponding ones obtained for
the individual candidates. Depending on the group
we can (a) repeat characteristics of the individual can-
didates; (b) use weighed combinations of the values
of a given characteristic obtained for each individual
candidate, or (c) use the result of simple operations
involving the characteristics. For instance, consider a
pair of eyebrow candidates. It can be expected that
the ratio variance/(mean)2 calculated in the bounding
box of one of the candidates is similar to that of the
other. So, if the di�erence of these ratios is large we
can reject the pair4.

4However, if it is small we cannot accept it without further
analysis.



This search for adequate characteristics is done
in the training phase where some natural choices are
tried for each group of features. An adequate choice
is important, considering that some compression of in-
formation must be done when we group features since
the dimension of the characteristic vector should not
be enlarged.

3.3 Probability Estimation

The probability of the resulting group being a face is
estimated with the aid of a Belief Network. Belief Net-
works are laid out like singly-connected directed acyclic
graphs, i.e., there is at most one path between any
two nodes. The nodes represent random variables and
edges represents conditional dependencies between the
linked nodes. In our network (see Figure 2), nodes cor-
respond to facial features or groups of facial features
(pairs or PFGs). Associated with each node B there
is a data structure containing (a) a boolean variable b
that denotes whether that feature was recognized, (b)
a probability vector P (one position for each possible
boolean value) associated with that feature, (c) two
value vectors named � and � and (d) two message vec-
tors named �B and �B which are used in the message
passing mechanism of the network 5. An edge is im-
plemented by means of a conditional probability table
(CPT), where each entry denotes a conditional depen-
dency between the target node and its parents. For
instance, the CPT associated with the edge between
nodes Hpair 1 and Leftbrow in Figure 2 contains 4
entries corresponding to each possible state of parent
nodes Hpair 1 and Vpair 1.

Figure 2: The Singly Connected Network
used.

Whenever a node B is instanced (i.e., there is ev-
idence that the associated feature or group of features
is present in the image), it modi�es the parameters of
its parents by sending them �B messages and those of
its sons by sending them �B messages. Upon receiv-
ing a �K or �J message from one child K or a parent
J respectively, a node alters its �/� value accordingly

5Note that � and �B refer to distinct variables, and the same
is true for � and �B . This notation is deriving from [10].

therefore changing the probability for that node (the
equations to perform this changes are given below). If
a node receives a �K message from one of its sons, the
message is propagated to all other sons and all par-
ents. However, if a node receives a �J message from
one of its parents, then this is propagated only to the
sons. This is necessary in order to avoid loops in the
network. For example, assuming that node 10 was in-
stanced (refer to Figure 2), the following sequence of
nodes will be altered: 10, 12, 7, 2, 3, 13, 8, 0, 2, 14, 9,
1, 3, 4, 5.

Assume a node B with two parents P and Q, and
a set of sons denoted by s(B). Let b the two possi-
ble boolean values of node B (0 to denote false and
1 to denote true). Similarly, let p and q denote the
boolean values of nodes P and Q, respectively. Then,
the updated probability P 0(b) of node B is given by

P 0 (b) = �� (b)� (b) ; (10)

where �(b) and �(b) are the � and � values associated
with node B for the boolean value b. � is a normaliza-
tion factor used to ensure that P 0 (0) + P 0 (1) = 1.

The � values of node B depend on the values of
the � messages sent by its sons s(B):

� (b) =
Y

C2s(B)

�C (b) (11)

where �C (b) is the message received byB from its child
C. The � values of node B (Eq. 10) are given by

� (bi) =
1X

p=0

1X
q=0

P (bjp; q)�P (p)�Q (q) ; (12)

where P (bjp; q) is the conditional probability ofB given
its parents P and Q, and �P (p) and �Q(q) are the
values of the � messages sent toB by each of its parents
P and Q, respectively.

The � message from a node B to your parent P ,
�B(p), is given by

�B (p) =
1X

q=0

�Q (q)

 
1X

b=0

P (bjp; q)� (b)

!
(13)

and the � message received by B from your parent P ,
�P (p), is

�P (p) =
P 0 (p)

�B (p)
(14)

The Vpair 3 is a di�erent node in the network,
because it has 3 parents. If the third node is denoted



as R, and r indicates any instance of it, then equations
12 and 13 become

1X
r=0

1X
q=0

1X
p=0

P (bjp; q; r)�P (p)�Q (q)�R (r) ; (15)

1X
r=0

1X
q=0

�R (r)�Q (q)

 
1X

b=0

P (bjp; q; r)� (b)

!
(16)

These equations are su�cient to manipulate the
evidence propagation within the network when a new
evidence is introduced at one of the nodes. A complete
example using these equations to propagate evidence in
a singly connected network can be found in Neapolitan
[9].

The network used here is a simpli�cation of one
which models the face completely. Edges linking the
Vpair1 and Vpair2 (nodes 8 and 9) to the topPFG
should be present to model the face perfectly6. These
edges were eliminated because the existence of two
paths between the same nodes would make the net-
work much harder to update.

4 Implementation and Results

The algorithm described above was implemented in a
RISC 6000 workstation running AIX 3. The software
was writen in C and uses an interface developed in
TCL-TK. That interface can be seen in the Figure 3.
That �gure displays a grayscale image with dimensions
305x227. The system assumes that the image con-
tains only frontal-parallel views of faces in standard
poses. All problems related to orientation are sup-
posed to have already been solved by using techniques
as those described in [20]. To determine an adequate
compensation in cases where the orientation is close
to the standard ones, steerable scalable �lters can be
employed in a Preprocessing phase.

The result of the ImageProcessing phase are highly
dependent on the set of �lters used to search the points
of interest associated to the features. These �lters are
a simple Gaussian on x and a Gaussian derivative on y.
Several alternatives have been tried. For close views of
a face the best results have been obtained using vari-
ances (�) in the range [2; 2:5]. The best value within
this interval depends on the size of the face. This range
was used not only for searching features but also to
search edges. The value of � also inuences the feature
vectors of all points of interest. In relation to the mask
used to implement those �lters, the best results con-
cerning to the detection of features, have been obtained

6Note in Figure 1 that Vpair1 and Vpair2 should be consid-
ered sons of topPFG.

Figure 3: The Interface displaying three
stages for an image.

when the ratio between its horizontal and vertical size
is 3.

Near the border of the mask the Gaussian Filters
are somewhat distorted to make the sum of all mask
coe�cients be one or zero. Each local maximum of the
result of �ltered image with (1) represent a feature can-
didate. Figure 3-middle displays the result obtained by
applying this �lter to the image in Figure 3-top. The
variance used is � = 2:5, and the local maxima dis-
played are those among the 20% higher. So, the 171
local maxima initially obtained are then reduced to 34.



Figure 4: The filter output to edge detec-
tion.

For each one of the them, a local search for horizontal
edges is performed. If that search succeeds we must
have two almost horizontal edges closed to the point.
One above it and another below. These edges serve
to determine a bounding box around the point. If the
search for edges is unsuccessful, the point is discarded.

For searching edges the original image is �ltered
with (2). In the resulting images the edges are as-
sociated to both maximum and minimum values (see
Figure 4). Mean values indicate points where the vari-
ation in y is low. Figure 3-bottom contains the result
of all local searches for edges performed, in the case in
study. Some interest points have been suppressed for
not having horizontal edges nearby.

The points that have resisted so far are them grouped
in pairs. Those pairs will be later subjected to a �l-
tering process and the surviving ones will be grouped
in PFGs. For each face feature, (eyebrows, eyes, nose
and mouth), all Vpairs and Hpairs and the Partial Face
Groups (TopPFG, BottomPFG, Left and RightPFG)
characteristic vectors are determined. Once a PFG is
identi�ed the network is activated. Some results ob-
tained by it are pictured in Figures 5 and 6. In Figure
5 two successful case are shown, while Figure 6 reports
two failures. Both of them can be attributed to large
bounding boxes in the region around an eye/eyebrow.

5 Conclusion

In this work we develop a system to perform face de-
tection using a Bayesian Network. The system perfor-
mance and the accuracy of the network are still be-
ing tested. The main concern is to improve the pre-
processing phase (Image Processing, Feature Detection
and Grouping). Possible extensions are: a) the in-

Figure 5: Some detection suceeded.

troduction of new features representing glasses, mous-
taches, open and closed mouths, b) integrating the in-
formation obtained from a sequence of frames and c)
treating RGB images.
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