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Abstract. In this paper we discuss the application of spatial-domain filters for solving the problem
of automatic lane detection on gel electrophoresis computer images. The problem can be posed as the
determination of the number, location and orientation of lanes on the image, based on the analysis of their
gray-level intensities. A novel iterative filtering algorithm is proposed based on the periodicity of image
projection pattern. The algorithm is compared with clustering and frequency-domain filtering methods in
terms of their effectiveness and efficiency from which a trade-off solution is presented.

1 Introduction

Population Genetics is a field of Biology interested in
establishing likelihood relationships among individuals
whose genetic proximity enables them to be grouped to-
gether. By analyzing the DNA of a sample, it is possible
to find similar genetic patterns, which may give support to
the inclusion of an individual into a group of known fea-
tures. The gel electrophoresis exam consists in breaking
a molecule into many fragments, by the action of specific
enzymes. These fragments are dispersed on a medium of
polyacrylamide or agarose gel to which an electric field
is applied. Each fragment has distinct electric charge
and molecular weight, causing them to be displaced at
different rates through the gel — smaller high-charged
molecules will move faster than heavier low-char-ged
ones. After a period of time, the process is interruptedand
the gel is stained so that it becomes possible to observe
where the molecules stopped (Figure 1). Each stripe in
the pattern is called a band. The set of bands generated
by a single sample is called a lane. The comparison be-
tween an unknown individual and already-known groups
is achieved by submitting the DNA of individuals from
each group to the same process. Although it cannot be
guaranteed that correspondent bands from two lanes re-
sulting from the application of the same enzyme have the
same base sequence, the probability of genetic identity is
considerably high, mainly if this result is reinforced by
experiments with several enzymes [5].

Comparing two lanes in a gel electrophoresis im-
age is usually a complex process as the subjectiveness
of human visual perception and the factors related to the
experiments may lead to different conclusions, even if

the same material is applied. An automatic analysis of
the band pattern of a lane could enable the evaluation
of many parameters that are usually ignored by human
analysis. However, basic tasks such as the identification
of lanes in a gel image, easily done by human experts,
emerge as problems that may be difficult to automate.

In this paper we present a novel iterative filtering
algorithm for solving the problem of detecting lanes in a
gel electrophoresis image. The problem of automatic lane
detection in gel electrophoresis images can be defined as
the determination of the number, location and orientation
of lanes on the image. Although image definition may
make lane detection a difficult task, two aspects help to
reduce the complexity of the problem: lanes are basically
vertical clusters, arranged in a regular fashion in the gel.
This, however, is not a rule. The nature of the electrical
field can cause the laterally positioned lanes to bend in
relation to the centrally positioned ones, in the so called
smiling effect. Another aspect to be noticed is that the
distance between two consecutive lanes is defined by the
slot-forming template through which the sample material
to be analyzed is applied. A problem arises when some
of the sample slots do not receive samples, which results
in missing lanes that interrupt the regularity of the gel
pattern.

2 Previous Work

Lane detection can be posed as the problem of group-
ing bands on the gel electrophoresis image, based on
their Cartesian placement. Although this definition may
be suitable for clustering methodologies, the results ob-
tained with well-known algorithms such as the Maximin,



Minimum Squared Error and Isodata has proved to be
insufficient (less than 70% of accuracy)[7]. The main
disadvantage of applying these clustering algorithms to
the problem seems to be the setting of threshold values in
the stage of image segmentation.

The problem of lane detection is also intrinsically
connected to a frequency analysis question [2], as the
placement of lanes describes roughly a periodic pattern.
Since y-coordinates of pixels belonging to bands are not
essential to the location of a lane, an useful simplification
to this problem would be to reduce the dimensionality of
the image by taking its projection onto the x-axis. The
projection reflects the overall placement of lanes, if the
high frequency pattern due to the variation of gray levels
presented in the image is discarded. Parker [8] shows
how this simplification can be used for the segmentation
of glyphs in optical character recognition problems. Lane
detection can be viewed as the problem of filtering these
high-frequency elements from the projection in order to
recover the pattern related to the position of lanes. The
application of frequency-domain filters presented much
better results than the ones obtained by clustering (from
85% to 96% of accuracy) [7]. These results, however, are
very sensitive to the nature of images. The fundamental
frequency related to the periodicity of lanes may be dis-
placed with respect to the beginning and to the end of the
image (phase), being interpreted as missing lanes. Miss-
ing lanes can also appear in the middle of the image as a
result of absence of material. Finally, lane orientation can
be distorted by the electrical field (smiling effect) or due
to careless image acquisition. These problems are fol-
lowed by a computational cost disadvantage: frequency
filters are O(n logn) in the size of projection.

This work is part of the research effort by the Com-
puter Science Department of the Federal University of
Minas Gerais for the development of a software package
for gel image analysis. The ANAGEL software supports
biology scientists in all phases of gel image analysis, from
the data acquisition to the comparison of patterns, com-
bining facilities for data management and inference. Lane
detection is part of the automatic band pattern extraction,
which provides an intelligent user interface. Eventual
mistakes in this process are acceptable, as the system of-
fers the possibility of manual definition and deletion of
lanes. We have also appraised five of the best-known ex-
istent software packages for gel analysis: Fragment Man-
ager (Pharmacia Biotechnology), DFP-DNA Fingerprint
Analysis (Biotec-Fischer), Gel Manager (CSIC - Spain),
IP Lab Gel (Molecular Dynamics) and RAPDist (Aus-
tralian National University). Compared to these software
packages, ANAGEL is the only one that offers automatic
detection of lanes from images, so we believe that this
work may be an original contribution to the area of bio-
logical image recognition.

3 Lane Detection as an Image-Domain Filtering Prob-
lem

Lane detection can be viewed as a problem of determining
sets of bands by filtering undesirable information directly
in the pixel matrix. The use of projections in this case is
even more recommended than it is for frequency-domain
filtering, since they are not decomposed into periodic si-
nusoidal functions. Missing lanes are not a problem in
this case because their absence is properly represented in
the projection.

3.1 Image Acquisition and Preprocessing

Figure 1 shows an example of image acquisition by scan-
ning, with a resolution of 125 dots per inch at 256 gray
levels.

Figure 1: Original image of a gel electrophoresis of Leish-
mania PCR-amplified DNA samples.

Before taking the projection, the image can be fil-
tered to reduce the noise and increase the separation of
lanes. Average filtering can be done by scanning the
image and computing each pixel value as an arithmetic
average of the values of the pixels around it. The dimen-
sion of the inspected region will influence the degree of
blurring obtained with this method. This filter is useful in
reducing the impact of high-frequency noise (as salt and
pepper noise) although it may also reduce the distinction
of neighboring lanes. Another commonly used filter is the
median filter. It computes the value of a pixel as the me-
dian of a region in the image. It reduces high-frequency
noise without reducing sharply the separation of lanes.
The main disadvantage of this filter is its computational
cost, since it demands sorting. The last filter considered
for the preprocessing phase is the minimum filter, which
presented the best results for gel electrophoresis images.
As the name indicates, the value of a pixel in the image
is assigned the smallest value of the pixels in the region
around it. This filter reduces high-frequency noise and
increases the separation between the lanes, as it works
eroding the objects in the image. If a mask with large
dimensions is used, however, weak thin bands may disap-
pear from the image. Figure 2 shows the result of filtering
the original image depicted in Figure 1 with a mask of 3
� 7, which took 0.34 seconds of CPU time. All the al-
gorithms in this paper were implemented in C language,



compiled with the System V version of the C compiler
for the SunOS 4.1 operational system and run in a Sun
SparcStation 4.

Figure 2: The results of filtering the image of Figure 1
with minimum filter and mask of 3 � 7.

3.2 Description

One advantage of describing the image as a projection
is that there is no need for object segmentation, with the
added bonus of not requiring any threshold setting. There
are two main techniques of computing the projectionP (x)
of an image I of size n�m onto the x-axis. The first, and
more commonly used, takes the sum of gray levels from
each column as

P (x) =
nX

i=1

I(i; x) 8 x = 1 : : :m

One advantage of this method is that it reduces the effect of
high-frequency noise. On the other hand, lanes composed
by few weak bands do not became evident and thus may
be excluded during filtering phase. Low-frequency noise
such as big blurs may also become too visible in the
projection, since each of their pixels will contribute to
the final value. This kind of noise may eventually be
mistaken as lanes. An alternative to sum projection is to
take the maximum value of each column as

P (x) = maxfI(i; x) 8i = 1 : : :ng 8 x = 1 : : :m

Figure 3 and 4 show, respectively, the projection of the
image from Figure 2 computed by sums and maxima.

Figure 3: The projection of the image of Figure 2 onto
x-axis, using sums.

Because filtering the whole image before taking its
projection is computationally expensive, an alternative to
this procedure is to compute the projection first and then
apply a filter to it. In most cases, the results are as good
as filtering the image but the processing time is much

Figure 4: The projection of the image of Figure 2 onto
x-axis, using maxima.

smaller. Another advantage of filtering the projection is
that we can combine the action of different filters, so each
one will act on different aspects of the problem.

3.3 Maxima Detection

After filtering, the projection presents many local max-
ima that may indicate the presence of lanes in the image.
These maxima can be easily determined by taking the
second-order derivative of the function. Depending on
the image, however, filtering the projection once is not
sufficient for detecting all the lanes correctly. An inter-
esting observation to be made about the filtering process
is that the number of maxima behaves as a decreasing
monotonic function. This means that if we filter the pro-
jection at a time i and j and take the number ni and nj
of maxima revealed in the respective filtering process,
nj will be at least equal to ni, if i < j. An alternative
method for determining the cut-off frequency is based on
this overall behavior:

Iterative Algorithm for Image-Domain Filtering

1. Filter the projection with the specified filter

2. Find the maxima

3. Sort the distances between each pair of neighboring
maxima and find the median

4. If there is any distance that is not an integer multiple
of the median then go to step 2

5. else return.

The objective of iteration is to reduce the number of
maxima generated by high frequencies in the projection
by smoothing out the function. The halting condition is
based on the fact that the comb used to apply the mate-
rial into the agarose media has equidistant compartments.
If some lane does not contain any material, the width
of the blank space between the lanes in the image will
simply be twice as large. This integer relation between
distances and the median must of course have some toler-
ance. Missing lanes are an exception in gel electrophore-
sis, so there is low probability of the median being not
the real distance between the compartments of the comb.
This method proved experimentally to present superior



results than single filtering, although in some cases it may
fail to converge to a satisfactory solution.

The choice of a filter in the iterative process deserves
attention. The average filter is a good choice if the pro-
jection presents good separability of lanes, what can be
ensured by pre-processing it with a minimum filter. Min-
imum filter can also be used in the iteration, but the risk
of loosing weak lanes increases in this case. When the
projection is well-defined, with good separability of lanes,
the process tends to converge quickly to a optimum result.
The choice of the width value for the filter mask is also
important. On one hand, if the mask is too wide, a single
iteration may be sufficient to eliminate weak lanes. On
the other hand, narrow masks may not be able to reduce
noise, which can be mistaken as lanes.

So far, we have been concerned with the correct de-
tection of lanes in gel images. Sometimes, however, the
correct positionof a lane does not match exactly the corre-
sponding maximum detected in the filtering process. This
is due to filter effect or to the appearance of the gel, which
may present different concentration of material, leading
to projections that are not symmetrical with respect to
their centers. The rightmost lane of the image shown in
Figure 1 is an example of such irregularity. If an average
filter is directly applied to it, the maximum will be de-
tected in the left extremity of the lane and this will not be
acceptable for further analysis. This may also be detri-
mental to the iterative filtering itself, as it displaces the
actual position of the lane, leading to incorrect distances
and preventing convergence.

Three alternative methods for detecting maxima were
implemented. We represent the filtered projection as
a series of maxima and minima in the form a0; b1; a1;

b2; : : : ; bn; an where bi is the x-coordinate of the ith max-
imum that is preceded and succeeded by two minima,
respectively denoted by ai�1 and ai. The first algorithm
computes the center of area between two consecutive min-
ima:

Algorithm 1

1. Find the values of n maxima b and n + 1 minima a

2. For i 1 to n do

(a) Calculate the area between two consecutive
minima Ai =

Pai
j=ai�1

fj

(b) Calculate the fist-order momentum between two
consecutive minima mi =

Pai
j=ai�1

jfj

(c) ci  Ai=mi

The computed value ci will be the corrected x-coordinate
of lane i. This method has the advantage of consider-
ing the overall distribution of material instead of only the
maximum. In images that present missing lanes, however,

the minima may be still displaced, causing the computed
value to fall outside the lane, as shown in Figure 5.

Figure 5: The results of maxima detection in the projec-
tion of the image shown in Figure 1, using Algorithm 1.
The original projection was filtered with average filter. It
can be seen that the position of the third lane is misplaced
because of the absence of one lane in the gel.

Another alternative for maxima detection is pre-
sented below:

Algorithm 2

1. Find the values of n maxima b and n + 1 minima a

2. For i 1 to n do ci  ((ai�1 + ai)=2 + bi)=2

This method has the advantage of taking into account
the symmetry between two minima and the maximum
of each lane. It is important to consider the maximum
because it is where the material is concentrated. The
algorithm does not eliminate the problem of displacement
in images with missing lanes, as can be seen in Figure 6.

Figure 6: The results of maxima detection in the projec-
tion of the image shown in Figure 1, using Algorithm 2.
The original projection was filtered with the average filter.
It can be seen that the position of the third lane (from left
to right) is still misplaced.

The third method computes the center of area com-
prised symmetrically around the maximum:

Algorithm 3

1. Find the values of n maxima b and n + 1 minima a

2. For i 1 to n do

(a) Find the closest minimum of biasdi = min(bi�
ai�1; ai � bi)

(b) Calculate the area above the segment from
(bi � di; f(bi � di) to (bi + di; f(bi + di) and
assign it to Ai



(c) Find the fist-order momentum of the area con-
sidered in the previous step and assign it to
mi

(d) ci  Ai=mi

This algorithm eliminates the problem of symmetry
in images with missing lanes. Although it may take longer
to compute the position of each lane, the results are much
better than the other methods. An example is shown in
Figure 7.

Figure 7: The results of maxima detection in the projec-
tion of the image shown in Figure 1, using Algorithm 3.
The original projection was filtered with average filter. In
this case, the lanes are correctly positioned in the image,
despite of missing lanes. The tangent lines and the area
above are also shown.

3.4 Lane Orientation

The iterative filtering algorithm aim to determine the num-
ber of lanes and their placement in the image. As seen,
the problem can be simplified by reducing the image to
a set of points or to a projection function. Nevertheless,
the x-coordinate of each lane is not enough for practical
purpose, since the analysis of the pattern requires that
its main axis be determined. Sometimes, the values re-
sulting from a detection algorithm do not represent the
center of the lanes, so a correction is needed. Finally, due
to careless image acquisition or to the artifacts induced
by distortion of the electrical field, some lanes may be
non-perpendicular to the x-axis.

The correct position and orientation of each lane can
be easily achieved by the computation of moments [4].
Horn [6] shows how to compute the zero-th, first and
second moments, while scanning the image. This method
is amenable to parallel algorithms and presents constant
asymptotic complexity.

The x-coordinate of each lane can be used to guide
the computation of moments. This is done by defining a
window around the perpendicular line that passes through
the x-coordinate. The width of the window is the median
distance between the lanes considered in the convergence
criterium of the iterative filtering algorithm. The height of
the window must be the height of the image, so all bands
will contribute in determining the orientation. The values
of the zero-th, first and second moments of each column
in the image can be also computed in the projection phase
and stored for further use. The center of mass (x; y) and
the angle of orientation � is computed as

x = M10
M00

; y = M01
M00

;

tan 2� =
2(M11�

M10M01
M00

)

M20�M02+
M2

01
�M

2
10

M00

where Mij are the image moments. Figure 8 shows the
final result of lane detection using the values of center of
mass and orientation to draw the axis, for an electrophore-
sis image that present the smiling effect. The computation
of these features took 0.14 seconds of CPU time.

Figure 8: The final result of lane detection for an elec-
trophoresis image that present the smiling effect.

4 Results

Table 1 summarizes the results obtained by filtering 22 gel
electrophoresis images with different dimensions, with a
total of 394 lanes using the iterative algorithm proposed.
The projections of each image were computed by tak-
ing the sum and the maximum of their columns. Half
of the experiments were conducted with the image pre-
processed with a minimum filter of dimension 1 � 3.
Each projection was filtered once with a minimum or me-
dian filter of width 9. The iterative filtering algorithm
was further applied with average filter of width 3 up to
convergence. These values were selected based on the
characteristics of the images. The table below shows the
image identification number, the number of lane positions
in each image versus the number of lanes that really have
material, the number " of mistakes (the number of lanes
not detected plus the number of false lanes detected) and
the number of iterations i for each combination of filters.
Lanes were detected based on second-order derivatives.
The average execution time per iteration, in each case, is
shown in the bottom row of the table in seconds of CPU
time, considering only the filtering phase.

All results were better for the pre-processed images,
although in some cases the improvement is not worth the
computational cost of filtering. It can also be observed
that taking the projection with maxima is not profitable.
The results of using the minimum filter in the projection
pre-filtering phase are comparable to the use of median
filter so it should be prefered because of the computational
complexity of sorting. In some cases, the width of the



IMAGE FILTER NO FILTER MINIMUM
PROJECTION Σ max Σ max
PROJ. FILTER min med min med min med min med

id lanes " i " i " i " i " i " i " i " i

1 18/16 0 1 0 3 0 1 1 7 0 1 0 1 0 1 0 1
2 18/16 1 1 0 22 1 1 1 1 0 1 0 1 1 1 1 1
3 20/19 0 1 0 4 0 1 0 2 0 1 0 1 0 1 0 1
4 20/19 0 1 0 6 0 1 0 5 0 1 0 1 0 1 0 1
5 20/18 0 1 0 2 0 1 0 3 0 1 0 1 0 1 0 3
6 20/20 0 11 1 12 0 3 0 5 1 10 1 9 0 2 0 1
7 19/19 0 3 0 6 0 1 0 1 1 3 1 1 0 2 0 1
8 20/17 2 5 1 7 2 1 1 2 1 1 1 1 0 1 0 3
9 14/14 0 1 0 2 0 1 0 3 0 1 0 1 0 1 0 1
10 18/16 0 1 0 5 1 1 1 4 0 1 0 1 0 2 1 1
11 19/17 1 1 1 6 1 1 0 6 1 4 1 5 0 1 0 1
12 18/18 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
13 20/19 2 23 1 9 5 11 4 10 1 1 1 3 2 8 4 12
14 19/18 1 6 1 10 2 3 3 31 1 3 1 3 2 8 2 7
15 15/15 1 31 1 31 1 8 0 1 0 31 0 31 0 1 0 4
16 16/16 0 1 0 2 0 1 0 3 1 1 0 2 0 1 0 1
17 16/16 3 1 3 1 1 1 0 1 3 3 1 31 2 1 0 1
18 13/12 2 51 2 51 2 1 2 8 2 1 2 22 2 2 1 3
19 16/15 0 1 0 6 0 1 1 3 0 1 0 1 1 1 0 2
20 16/15 1 5 1 13 1 2 0 4 1 1 1 1 2 5 2 7
21 18/15 1 1 1 6 0 1 0 3 0 1 1 1 1 1 0 1
22 21/17 2 6 3 14 5 4 13 31 1 1 3 1 3 1 3 1

Total 392/365 17 (4%) 16 (4%) 22 (6%) 27 (7%) 14 (4%) 14 (4%) 16 (4%) 14 (4%)

CPU time/iter. 0.009 0.010 0.011 0.010 0.010 0.009 0.010 0.010

Table 1: The results obtained with the iterative algorithm for image-domain filtering. The first two column show the
image identification number, the number of lane positions in each image and the number of lanes that really have
material. The remaining columns show the results of taking the original images (no filter) and the images with the
minimum filter as the base for the projection construction. In each case, the projections were taken by sums (Σ) and
maxima (max). Each projection was filtered once with a minimum (min) or median filter(med), before the application
of the iterative process. The results are expressed in terms of the number of mistakes (") and the number of iterations
(i) needed for convergence. The two last rows show the total number of mistakes, the error rate and the average
execution time in seconds for each method.



mask used for pre-filtering the projection was too high,
causing weak lanes to disappear before iterative filtering.
Another problem has to do with lanes that are clipped in
the borders of the image. In this case, the first minimum
of the projection is detected after the first lane and the last
minimum before the rightmost lane.

Experiments show that the methods for detecting
maxima by second-order derivative and center of mass
present the same error rates and speed of convergence.
Nevertheless, they are important for the centering of lanes
and analysis of pattern, so the approach by momentum is
preferable. Considering the cost and benefits of each com-
bination of filters, a compromise solution for the problem
could be the use of raw image, sum-based projection,
minimum pre-filtering and iterative filtering by average
until convergence. This combination was able to detect
correctly 96% of the lanes.

5 Conclusion and Future Work

We have discussed the problem of lane detection in gel
electrophoresis images based on a spatial-domain filtering
approach. Clustering would be the most natural approach
for grouping the bands of each lane, but it involves the
open problem of segmentation. An alternative method to
solve the problem explores the fact that gel electrophore-
sis roughly describe periodic pattern. The aim of the
frequency-domain filtering approach is to determine the
fundamental frequency associated with the placement of
lanes. The results obtained with frequency-based filters
are superior than the ones obtained with clustering algo-
rithms, but they are very sensitive to the nature of the
image being considered.

Image-domain filters are broadly used for image pro-
cessing due to the simplicity of algorithm implementa-
tion. The main challenge of this approach is to determine
a combination of filters that is effective for solving the
problem in most cases, at a compromise solution with
respect to the computational cost. Many combinations
were implemented. The raw image was pre-processed
with average, median and minimum filter. The projection
was taken based on sums and maxima of each column
and processed with median and minimum filters. The it-
erative algorithm proposed for filtering in the frequency
domain was adapted for filtering in the image domain with
satisfactory results. The best compromise solution was
obtained with the raw image, sum-based projection, min-
imum pre-filtering and average filtering in the iterative
process, which also correctly detected 96% of the lanes,
at a lower computational cost.

The reduction in the amount of mistaken lanes can
use much improvement. If response time is reasonable,
the frequency filtering approach may be combined with
image-domain filter to increase the reliability of a solu-
tion. The information of distance between lanes which

was determined in the iterative filtering process can also
be used to reduce the manual work done by the scien-
tist. If an existent lane was not detected by the algorithm,
the interface may provide a facility for the user to click
the mouse cursor near the lane, so the system is able to
discover it. With this simple procedure, the solution pre-
sented can be improved with almost no additional costs
regarding to response time.
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