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Abstract—The advent of magnetic resonance imaging (MRI)
and functional magnetic resonance imaging (fMRI) of the brain
has changed forever conventional patient diagnosis and treatment
in medicine. Instead of employing invasive procedures, now
physicians can not just literally see internal body structures but
also understand and map more clearly brain functions related
to specific tasks, feelings, and behaviors. This paper aims at
introducing the acquisition process, image processing, analysis
and evaluation, and the most popular tools for both structural
MRI and fMRI. It is an opportunity for students and researchers
who are interested in getting started in the area, understanding
what are the challenges and unexplored fields, and how to avoid
the most common traps and pitfalls.
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I. INTRODUCTION

The objective of this paper is to introduce students and
researchers to MRI and fMRI. It will cover the acquisition
process, image processing and analysis techniques, the eval-
uation methodologies, and the most popular tools for both
structural MRI and fMRI. It is an opportunity for those who
are interested in getting started in the area, understanding what
are the challenges and unexplored fields, and how to avoid the
most common traps and pitfalls. Even though we will focus
on brain MRI, the concepts also apply to scans from other
body parts.

MRI related discoveries rendered several Nobel Prizes,
including the one in 2003 for magnetic resonance imaging
(MRI) [1], [2]. Its importance is unquestionable due to its ap-
plication on health care. Structural MRI consists of 3D images
that allow physicians to literally look inside the patients body
for disease diagnosis [3][4][5], treatment planning [6], and to
monitor the recovery from surgeries [7]. Two decades ago,
functional magnetic resonance imaging (fMRI), which is a
time series of 3D images, extended the range of brain imaging
applications since it enabled the understanding of behavioral,
social, and psychological aspects of diseases, and relate them
with neuro activations of specific brain regions [8][9][10].

MRI, which is an application of Nuclear Magnetic Res-
onance phenomena, is generated based on the response of
hydrogen nuclei spin, in a strong magnetic field, to electromag-
netic radio wave pulses. The relaxation time of nuclear spin
perturbation, after the radio wave pulse, is used to estimate the

concentration of hydrogen atoms and differentiate tissues in
small volumes of the scanned body denominated voxels [11].
Figure 1 shows MRI synthetic brain slices from BrainWeb
dataset1[12] in modalities T1- and T2-weighted relaxation
times, and proton density (PD) that are among the most
commonly used for brain structure study and exams. fMRI
acquisition follows a similar idea. Instead of estimating the
hydrogen atoms concentration, fMRI contains an estimation
of the blood oxygen level in a period of time in which
the participant performs any kind of mental or motor tasks,
depending on the brain function of interest [13]. Figure 2
shows sample slices of a fMRI in a given instant of time
from 1000 Functional Connectomes Project2, Baltimore Pekar,
J.J./Mostofsky, S.H. database. As fMRI consists of a time
series of T2∗ images, it requires longer acquisition time and
have lower spatial resolution than MRI.

MRI processing on the other hand requires understanding of
advanced concepts in image processing and computer vision.
For instance, image intensity inhomogeneity correction, a
problem described in Section III-B, may be solved using fre-
quency filtering [14], [15], [16], surface fitting [17], [18], [19],
[20], stochastic models [21], [22], [23], and energy minimiza-
tion [24], [25]. Tissue segmentation (see Section IV-B) consists
in labeling brain voxels into gray matter (GM), white matter
(WM), and cerebral-spinal fluid (CSF). It can be obtained
from thresholding [26], region growing [27], clustering [28],
[29], supervised learning [30], [31], [32], [21], [33], [34], and
deformable models [35], [36] based methodologies. Figure 3
shows the labels assigned to voxels in an axial slice of
a T1-weighted MR image. Image registration, discussed in
Section V-C, is essential for population studies and for fMRI
analysis. It consists in standardizing the image space into a
common domain such the one of a probabilistic template or
atlas [21], [31], [27], [37], [38], [39], [40]. Figure 4 shows an
example of an atlas with WM, GM, and CSF probabilities for
each voxel.

With respect to MRI evaluation methods, there is no clear
standard to be employed. Take as an example tissue segmen-
tation problem. Employing a manual tissue classification, for

1http : //www.bic.mni.mcgill.ca/brainweb/
2http : //fcon 1000.projects.nitrc.org
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Fig. 1. Structural MRI slices in (a) PD, (b) T1-, and (c) T2-weighted
modalities.

Fig. 2. Slices of a fMRI in a instant of time.

Fig. 3. Classification of tissues in MRI slice into internal and external
cerebral-spinal fluid (yellow and red labels), gray and white matter (blue and
green labels).

instance is a tedious and exhausting task prune to several
errors [41]. Some semi-automatic methods were also used
to generate a precise segmentation, but they may favor a
specific class of method that is used in the classification
procedure [31]. Also, synthetic images were constructed in
order to have a perfect segmentation [12], but they do not
reflect the same challenges faced when dealing with real
images. The accuracy level of methods applied over such
images tend to be much higher [38], [42].

fMRI have an even more complex experimental protocol.
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Fig. 4. Coronal slices of probabilistic atlas of (a) cerebro-spinal fluid, (b)
gray matter, and (c) white matter.

The main goal is to estimate neural activity in a given area
of the brain under specific situations. The two main classes
of fMRI are the blood-oxygen-level dependent (BOLD) and
the perfusion fMRI model [43] (see Section VI). The former
reflects the total amount of deoxyhemoglobin that changes
according to the hemodynamic response, that is, the dilation
of blood vessels due to more intense neurological activities.
The later is based on arterial spin labeling, a process in which
arterial blood water flow is measured based on blood water
magnetization with a 180 degree magnetic pulse in a specific
brain area of interest, resulting in a reduced magnetization of
the tissues that appear in the scanned images.

Two main approaches have being proposed for the analy-
sis of fMRI data: the conventional mass-univariate approach
known as general linear modeling (GLM) [44] and the multi-
voxel pattern analysis (MVPA) using pattern recognition
techniques [45], [46], [47] (see Sections VII-B and VIII-C,
respectively). GLM, also known as encoding method, requires
a priori task-design, and it generates a many-to-one mapping
between experimental variables and one voxel [48]. MVPA
techniques can be divided into decoding methods (many voxels
to one experimental variable) and a more general multivariate
many-to-many mapping. MPVA has the ability to delineate
complex associations between multiple voxel, stimuli, and
mental states in a data-driven way.

Therefore, this paper intends to give an introduction to MRI
and fMRI acquisition, processing, analysis, and evaluation. It
will serve as a guide for one who wants to start research in
the area, giving directions and pointing most common traps
and pitfalls.

II. THE PHYSICAL PROCESS OF MRI ACQUISITION

A. MRI fundamentals

MRI is a direct application of Nuclear Magnetic Resonance
(NMR), a manifestation of quantum nature of matter. NMR
phenomena was first observed in 1946 by Bloch [49] and
Purcell el al. [50]. In 1952 they awarded the Nobel Prize
for they contributions. However, the first MR image was only
obtained by P.C. Lautenbur in 1973 [51]. Briefly we can say
that NMR signal present in each voxel of 3D image is the
response of hydrogen nuclei spin, in the presence of a strong
magnetic field, to pulses of Radio Frequency (RF) wave.

To detect NMR signal, it is essential to have a scanned
subject composed by atoms with nuclear spin, which is the
intrinsic magnetic moment of nucleus. MRI of hydrogen is
the most commonly used because this element is the most
abundant isotope with nuclear spin in human body.

Over the years, two techniques of NMR have been devel-
oped: RF continuous wave and RF pulsed scanners. Today, all
NMR scanners use the pulsed technique [52].

In MRI scanners a strong magnetic field is necessary to
align the nuclear spin of hydrogen atoms. Once nuclear
spins are aligned to the strong magnetic field, RF pulses are
employed over them, disturbing and misaligning them from
their equilibrium [53]. The return of these nucleus spins to
equilibrium (relaxation) can be detected by coils perpendicular



to the applied external magnetic field [53]. Different relaxation
times for different tissues, will give the intensity contrast of
different tissues.

The relaxation time of nuclear spin perturbation, after the
radio wave pulse, is also used to estimate the concentration
of hydrogen atoms and differentiate tissues in small volumes
of the brain denominated voxels [11]. Figure 1 shows the
most common MRI modalities for brain studies: T1- and T2-
weighted relaxation times, and PD. Different image contrasts
in T1- and T2-weighted images can be obtained by changing
the acquisition parameters of the RF pulses sequence applied.
These RF pulse sequences parameters are: TE or echo time
which represents the time from the center of the RF-pulse to
the center of the echo; and, TR or repetition time that is the
length of time between corresponding consecutive points on a
repeating series of pulses and echoes. By changing values of
TE and TR of a MRI scan, one can obtain T1-, T2-weighted
or PD images with different contrasts [53].

MRI is a technique much more suited to image non-bony
parts or soft tissue of the body than others tomographic
scanners. The brain, spinal cord and nerves, as well as muscles,
ligaments, and tendons are seen much more clearly with MRI
than with regular x-rays and CT (Computadorized Tomogra-
phy). This is the reason why MRI is used so often to image
knee and shoulder injuries.

In the brain, MRI can differentiate between WM and GM
and can also be used to diagnose aneurysms and tumors.
Finally, MRI is the most appropriated choice for frequent
imaging in diagnosis or therapy, especially involving the brain,
because it does not use ionizing radiation present in x-ray
exams. However, MRI is a more expensive procedure than
others x-ray based techniques.

III. MRI INTENSITY REGULARIZATION

Even with all the advances in the acquisition process, MR
images will probably present undesirable noise. Also, even
images acquired using the same scanner and protocol may
have considerable differences in the location of the region of
interest, voxel intensity and contrast [54].

Therefore, it is of ultimate importance for any experiments
to standardize the images before any procedure is executed. In
this section we will present the procedures to normalize and
to correct voxel and image intensity. In Section V, we discuss
how to standardize voxel and image spatial domain.

A. High-frequency noise filtering

Filtering high frequency noise is important to accomplish
tasks such as automatic tissue, organ, or region segmentation
with higher accuracy. It is also indispensable for visualization
purposes. Figure 5 shows the effect of noise with 3% and
9% of intensity amplitude over a coronal slice of T1, T2, and
proton density (PD) synthetic images.

High-frequency noise in MRI are usually described as
Johnson-Nyquist or thermal noise [55], [56]. It consists of
an additive noise that follows a Rician distribution which may
appear as Rayleigh and Gaussian distributions in regions with

low and high signal-to-noise ratios (SNRs), respectively [32].
Therefore, most of the developed solutions filter MRI high
frequency noise modeling it with Gaussian distribution.

The most common software used for high frequency noise
filtering is the FMRIB Software Library (FSL) 3. It contains a
program called SUSAN [57] which consists of a local adaptive
filter that preserves the image edges. BrainSuite 4 also provides
an indirect way to get a local adaptive filter result by means
of its Brain Surface Extractor (BSE) tool. Given an image of
the brain, BSE was designed for skull and scalp removal, but
it can also output the result of the execution of an anisotropic
diffusion filter [58] over it. 3D Slicer 5 [59] also brings four
kinds of filters including the traditional median, a Gaussian
filter, a gradient and a curvature based anisotropic filters.

Currently, there is a new generation of non-local adaptive
noise filters already tested on MRI [60], [61] but which is
not in the core of any popular MRI processing packages. The
main reason for that is probably because the new generation
of scanners with higher magnetic field (e.g. 7 Tesla) has a very
high SNR. Nevertheless, this is not the reality of all research
centers, specially the ones in developing countries. The authors
of Fast Nonlocal Means 6, a non-local filter for MRI suggest its
use with 3D Slicer. The Biomedical Image Analysis Library 7

will soon offer an implementation of 3D non-local means filter
as well [62].

B. Removing low-frequency noise - inhomogeneity effect

Low frequency noise is referred to as inhomogeneity effect
or field, intensity or image non-uniformity, bias field, and by
other similar terms. It consists of a shade like effect that
enhances the intensity of a region in detriment of others. It
has been most commonly modeled as a multiplicative effect
over original data which is then corrupted by high frequency
noise. Nevertheless, it is also presented by some authors as a
multiplicative effect over the image already corrupted by high
frequency noise [63].

Figure 6 shows a sagittal slice of a T1-weighted image
which suffers from high inhomogeneity effect. Even though
inhomogeneity may not affect a human expert analysis, for
research and automatic procedures it is extremely important to
correct or at least model it. Again any segmentation procedures
or intensity based analysis may suffer considerable imprecision
in the presence of intensity non-uniformity [64].

Bias field is a result of several factors related to the
scanner, including poor radio frequency and eddy currents.
These factors may be corrected or attenuated prior to image
acquisition by scanning a phantom subject as a reference.
Other factors are not related to the machine itself, but may
arise from the patient anatomy and environment [54]. For the
later cases, post image correction procedures are required.

3http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL
4http://brainsuite.org
5https://www.slicer.org/
6https://www.nitrc.org/projects/unlmeans/
7https://github.com/GIBIS-UNIFESP/BIAL-GUI
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Fig. 5. Coronal slices of synthetic (a)-(b) T1; (c)-(d) T2; and (e)-(f) PD images. The slices in the left and right present high and low SNR, respectively.



Fig. 6. Sagittal slice of T1-weighted image with high inhomogeneity effect.
The intensity of the image is lower in the inferior part of the image.

There are several solutions that generate the corrected
image in a direct or indirect way. The only solutions that
only relly on the input image are the Non-parametric Non-
uniform intensity Normalization (N3) [14] and N4ITK [65].
N3 is available in Freesurfer software suite 8 and N4ITK is
available in 3D Slicer. For any non-brain MRI applications,
these are the best solutions and are relatively easy to use,
with few parameters. BrainSuite provides a method called
BFC Correction Tool. It has an automatic and a semiautomatic
solution in which the user selects GM, WM and CSF points
for the inhomogeneity correction. Other software such as FSL
and Statistical Parametric Mapping (SPM) 9, may output a
corrected image after executing a more complex task, such as
brain tissue segmentation, or brain registration and complete
segmentation.

C. Intensity normalization

One last crucial operation for many applications that involve
population studies is the intensity normalization or standard-
ization. The objective is to have the voxels of corresponding
tissues and organs in all images within a similar range of
intensity. For that purpose, statistic moments of the image
histogram may be used to adjust the complete range of
intensities. A reference image is employed for the adjustment
of all other images.

Study [19] concluded that intensity normalization prior
to inhomogeneity correction improves significantly the post-
processing results. One could use Freesurfer or Cavass 10 [66]
for intensity standardization. Freesurfer executes standardiza-
tion twice: before and after skull stripping. Cavass provides

8http://freesurfer.net/
9http://www.fil.ion.ucl.ac.uk/spm/
10http://www.mipg.upenn.edu/Vnews/mipg software.html

Fig. 7. Axial slice of T1-weighted image. The yellow label contains the
brain after skull stripping.

few parameter choices for a better configuration according to
the application and may be used for any MR image, not just
for the brain region.

IV. SEGMENTATION

MRI segmentation is a very useful procedure for vol-
ume/size measurement, form estimation, and also as a prior
step to other image operations. The strategies employed to
segment MRI, already mentioned in Section I, vary from inten-
sity based, gradient based, clustering, supervised classification,
and model based methods among others. There is a distinct
segmentation process for MRI time series, when there is a
physiological motion of the scanned area, such as breathing
or heart beating. In these cases, one may also use information
based on intensity or border variation [67] [68].

Next, we will discuss the most important segmentation steps
for brain image processing and analysis.

A. Skull stripping

Skull stripping is one of the first segmentation procedures
for MRI of the brain. Image 7 shows an example of this
operation. Unfortunately, there is no precise definition of what
skull stripping operation is. According to previous works, brain
extraction can be described as: “to isolate brain from extra-
cranial or non-brain tissues” [69], “removing the skull and
non-brain tissues” [70], and “whole-brain segmentation” [71].
These descriptions are oversimplified and little attention has
been paid for some important details.

Skull stripping is required for inhomogeneity correction by
most of the proposed methodologies, except for N3 and N4.



On the other hand, it has being proved that inhomogeneity
correction may also influence skull stripping, specially for high
magnetic field MRI acquisitions [72].

All the software mentioned in Section III can isolate the
brain from skull and scalp. Nevertheless, some software such
as SPM provide the mask of the brain while segmenting the
tissues and registering the image to a standard space. This
happens because the main objective of SPM is fMRI studies
and not structural MRI research.

As mentioned before, the brain is composed by GM and
WM tissues, surrounded by CSF. Structurally, the brain is
divided into three main regions: the forebrain that contains
the telencephalon, i.e. two cerebral hemispheres, and the
diencephalon; the midbrain; and the hindbrain that includes
the metencephalon and the myenlencephalon which contains
the cerebellum.

The importance of CSF delineation depends on the purpose
of brain extraction. It is fundamental for brain atrophy estima-
tion [73] but irrelevant for functional analysis of subcortical
structures of drug and alcohol dependent patients [74]. Be-
cause of the distinct expectations and because of the extra
effort to segment external CSF, a few datasets like Brainweb
Phantom [12] provide surrounding CSF in its ground-truth,
while others such as the Internet Brain Segmentation Reposi-
tory (IBSR) 11 only discriminate CSF inside the ventricles and
disconsider external CSF. The majority of the ground-truths in
T2-weighted MRI databases, on the other hand, include brain
surrounding CSF since it is much easier to delineate [75].

B. Brain tissue segmentation and classification

Tissue segmentation is very important for studying degen-
erative pathologies and for planning surgeries. The output of
this operation is illustrated in Figure 3, showing brain voxels
labeled in three different tissues: WM, GM, and CSF.

A similar operation is called tissue classification. Instead
of labeling each voxel as belonging to one tissue type, each
voxel receives a probability of containing CSF, GM, WM or
non-brain material, such as bone, eyes, background, etc. Clas-
sification takes into account that each voxel is large enough to
have partial volume of more than one tissue type [76]. Some
software such as FAST from FSL [21] provide a segmentation
into a higher number of labels of the brain tissues, containing
partial volume of GM+WM, CSF+GM, and CSF+background.

Depending on the final application, partial volume effect
must be considered, specially when small subcortical regions
are of greater interest. However, as we evaluate methods
accuracy by means of the ground-truths, these solutions are
not very effective. Brain tissue gold standards are almost im-
possible to be delineated manually or even semi-automatically
because of the sulci and gyri irregular shape [77], [34]. Partial
volume segmentation would multiply the amount of required
work for a proper segmentation since humans are unable to
define the exact proportion of GM, WM, and CSF contained
in any voxel. Using automatically classified ground-truths is

11http://www.nitrc.org/projects/ibsr/

also not a good solution, since it will bias the results toward
the type of the employed methodology. Synthetic datasets have
been used as one of the best solutions [78]. None the less, they
do not provide the same challenges as real images.

Other researchers [79], [80] propose to evaluate tissue
segmentation without a ground-truth. The idea is to compare
sereval methods among themselves. There are two problems
with this approach: first, all methods must use very distinct
methodologies, otherwise the result will be biased to benefit
the class of similar methods that appears in greater number;
second, one method that outperforms the others will be penal-
ized by generating the unique best result.

C. Smaller structure segmentation

The segmentation of other cortical and subcortical structures
are useful for more specific tasks. For instance, the thalamus
is important for cocaine and alcohol addiction studies [81].
In [82] the thalamus was segmented in an efficient way
using a clustering approach associating tissue intensity and
probabilistic atlas information.

Generally, a more complex procedure is required in these
cases compared to tissue segmentation and skull stripping,
since the borders of brain structures may not be well defined.
One must use an adaptive model such as the ones used to
segment the hemispheres and the cerebellum in [83] or an
atlas, as in SPM and Freesurfer.

The evaluation of brain structures, specially the small ones,
are less challenging, since it is possible to segment them
manually in a reasonable time and very accurately. One may
use distance based or region based metrics for that purpose.
We suggest paper [84] for a complete list of metrics for all
kinds of segmentation.

Finally, brain tumor segmentation is among the most chal-
lenging procedures that involve MRI, since they have no
clear pattern such as intensity, form, size or location. We
recommend the readers to [85] for a complete review in this
subject.

V. POSE AND SPATIAL STANDARDIZATION

A. Image interpolation

Image interpolation is used to improve many aspects of
MR images. It is essential for a variety of medical imag-
ing processing, such as, image generation, compression or
resampling, subpixel translation, elastic deformation or warp-
ing, magnification or minification, and geometrical correc-
tion [86] [87] [88]. This process is required for image reg-
istration and proper volume visualization.

Image interpolation is a more consolidated issue and
the most commonly used interpolation technique are: near-
est neighbor, bilinear, bicubic, B-splines, lanczos2, discrete
wavelet transform and Kriging [89].

B. Motion correction

MRI acquisition of a single 3D image takes several minutes.
Meantime, the patient may move the head during a run or
between runs, resulting in wrong spatial location. Therefore,



some voxels might mix the signal of two different tissue types
or may miss important information from the edges of a tissue.
There are many accessories used to reduce the movement of
the head, such as, padding, bite bar, vacuum cushion or face
mask, but it is impossible to avoid movements as small as
a few millimeters. As MRI resolution is millimetric, small
movements will dishevel or distort the image sequence.

The motion correction should be carried out co-registering
each volume in the sequence run acquisition to a reference
volume. The possible reference volume may be: i) First
volume in the sequence acquisition; ii) Middle volume in the
sequence acquisition; or iii) Average of all the volumes in the
sequence acquisition prior to motion correction. It should be
said that there is no consensus about which reference volume is
the best, but typically first acquired volume is used for motion
correction.

C. Image registration

Prior to image registration and to other processes such as
skull stripping, it may be important to estimate the pose of the
image. That is, to detect the overall position and orientation
that the scanned body is. There is a distinct methodology for
each body part. For brain MRI, we recommend the reader
to [90].

In general, image registration is defined as the search for
a geometrical transformation that aligns corresponding points
of an object in two or more different images. Computerized
methods provide accurate alignment of the information con-
tained in different images and allow the visualization of the
combined images. The spatial transformation of an image data
set to a common reference domain will help the researcher
to: i) communicate and compare data (across subjects, time,
conditions, and image types); ii) classify data (by meaningful
spatial positions or extent); and iii) find patterns in data (to
infer structural or functional relationships) [91] [92].

Image registration methods are taken under these two
different conditions: images from different instants of time
from the same subject (intra-subject registration) and the
registration of images from two or more individuals (inter-
subject registration). Inter-subject brain image registration is
the most challenging one because distinct brains vary in shape
and size. Even the registration of the same brain over time is
far from perfect [91]. Manual labeling is not very reliable [77]
and becomes prohibitive in terms of time and resource when
several brain images are processed [92].

The operational of image registration aligns a “registered”
image to a target domain, which may be another image or
a reference coordinate system, such as a template atlas. The
Original Talairach & Tournoux is an atlas based on one
postmortem brain, and MNI152 was generated based on the
average position of a group of images.

There are many image registration methods categorized in
linear and non-linear approaches [93] [94]. Rigid body is a
linear transformation that aligns 3D images using 6 degree of
freedom (DOF), composed of 3 rotations and 3 translations;

and it is used for intra-subject registration when there is no im-
age distortion. Affine is also a linear transformation which uses
12 DOF, composed of 3 rotation, 3 translations, 3 stretches and
3 shears; it is used for intra-subject registration when there
is global gross-overall distortion, eddy current correction. It
is also very commonly used prior to non-linear registration.
Non-linear transformation is used for a robust inter-subject
registration and image distortion correction. Many different
parametrization can be used, such as, General diffeomorphisms
(e.g. fluid models), Spline parametrization (b-splines, thin-
plate splines), and Fourier parametrization.

1) Popular techniques. Popular software used for im-
age registration are: FSL [93], SPM; Freesurfer, Ad-
vanced Normalization Tools (ANTs) 12 [95], [96], and
elastix 13 [97]. Besides these software there are many
other algorithms elsewhere [92].
For linear and non-linear image registrations FLIRT and
FNIRT from FSL [93], respectively, are open-source
software. FLIRT uses MNI152 template on standard
mode. FNIRT allows local deformations by a linear
followed by a non-linear method [92].
SPM is a Matlab toolbox, and it offers different regis-
tration algorithms: traditional deformable normalization,
Unified Segmentation, and DARTEL.
Freesurfer is Linux open-source brain image analysis
library with many different registration tools, each one
designed for specific purposes. As FSL, this package is
easy to install and runs in a command line interface.
Elastix and ANTs may be used not only for brain image
registration but also for other body parts. They are also
easy to install and multi-plataform.

2) Evaluation process. During the process of image regis-
tration, an optimization algorithm iteratively adjusts the
values of DOF to estimate the best matching parameters.
Optimal registration is found when an extreme value of
cost function is found.
The evaluation process that measures the quality of
the match is based on a minimization or maximization
cost function. Many different cost function have been
proposed for optimizing image registration. Recent reg-
istration methods have used intensitybased cost func-
tions [98] that are more accurate and reliable than the
geometric-based [99]. Intensity-based cost function can
be grouped in two category: these suitable for intra-
subject analysis and these for inter-subject analysis. For
intra-subject analysis the most common cost functions
are: least square and normalized correlation. For inter-
subjects category, the most used are: mutual information,
normalized mutual information woods and correlation
ratio [98] [100].

VI. ACQUISITION AND PROCESSING OF FMRI
This and the following sections are extracted from [101], in

which additional details are available.
12http://stnava.github.io/ANTs
13http://elastix.isi.uu.nl



A. Acquisition

FMRI provides an indirect measure of brain activity by
means of a blood-oxygenation-level dependent contrast or
BOLD signal in short, as discovered by Ogawa and col-
leagues [102]. The BOLD signal measures changes in the
amount of deoxygenated hemoglobin, resulting from a larger
consumption of oxygen when neurons are activated, and
increased blood flow and volume. Active neurons generate an
increase in the amount of deoxygenated hemoglobin, leading
to brighter MR images or an increase in BOLD signal. The
term BOLD hemodynamic response (HR) is commonly used
to refer to the shape of the BOLD signal following a neuronal
event, and could be conceptualized as the impulse response
of BOLD. The hemodynamic response shows its peak in 6s
and an undershoot around 10s after the stimulus is presented,
as a result of the changing dynamics of cerebral blood flow
and volume. It must be noted that the hemodynamic response
will vary depending on the duration and number of the
environmental stimuli driving neuronal responses. Complex
image acquisition and reconstruction processes are involved to
turn BOLD signals into 3D images. An excellent introduction
and review of fMRI is available in Huettel et al. [103].

In terms of image acquisition, two main components apply
to fMRI data:

Spatial resolution: the ability to distinguish signal differ-
ences between nearby spatial locations. In fMRI, images are
often obtained in 64×64 or 256×256 matrix (referred as slice).
For a field of view of 220 by 220 mm and a matrix of 64×64,
the in-plane voxel size would be 3.44 by 3.44 mm. The third
dimension is generally the same as or larger than the in-plane
voxel size, and depends on how many slices one might want
to obtain for one particular study.

Temporal resolution: the ability to distinguish signal dif-
ferences between sequential observations. Temporal resolution
is given by the repetition time (TR). TR is usually between
500ms and 3s, and is the time necessary for the scan to
resample from the same voxel. One of the MR scanner
parameters related to temporal resolution is the flip angle,
which is the change in net longitudinal magnetization after
excitation pulse. The shorter the TR is, the smaller the flip
angle has to be. Thus, smaller TR means higher temporal
resolution, but it also means decreased BOLD signal and
reduced spatial coverage, because of the reduced flip angle.

B. Preprocessing

After fMRI acquisition and reconstruction, there are a
series of computational procedures to correct for unwanted
variability (noise) and artifacts, and to prepare the images
for further statistical analysis. These procedures are known as
preprocessing in the fMRI literature and similar regardless of
the experimental design and the purpose of statistical analyses.
The most common preprocessing steps in fMRI are:

1) Realignment: corrects for misalignment of the images
across the slices and scan sessions, originating basically
from the head movement. Assuming the head as a solid,

rigid-body transformations (rotation and translation) are
applied, based on some image similarity measures.

2) Slice-timing correction: when associating each slice (in-
plane image) with a time point, it must be noted that
there is a time delay from the start to the end of scanning
of each single slice. This phase delay must be corrected,
using some interpolation technique.

3) Unwarping: corrects for distortions in the images, gen-
erated by inhomogeneities in the magnetic field. In
addition to the machines imprecision, head size and
location are sufficient to create inhomogeneity or bias
field.

4) Spatial normalization: registers different subjects brains
to a common stereotaxic space, such as Talairach space
and Montreal Neurological Institute (MNI) space. Nor-
malization is necessary when comparing subjects BOLD
signals in a group. Normalization also allows the local-
ization of a particular brain structure of interest through
an anatomical atlas.

5) Smoothing: a spatial filtering is performed by means
of a Gaussian kernel to reduce noise and enhance the
statistical power for group comparisons. This also has to
do with the imprecise nature of the spatial normalization
process.

These preprocessing methods are available in popular soft-
wares such as SPM and FSL.

VII. STATISTICAL ANALYSES

The first component to be considered in a fMRI study is the
experimental design, which depends on the brain function to be
investigated and the question to be answered. Further, different
statistical and computational methods can be used to delineate
brain regions that are activated or functionally connected
during the realization of a particular event or function.

A. Experimental design

We can classify the fMRI experiments into three classes:
Block design: the stimuli are presented in a multiple,

consecutive way or constantly, and divided into different
experimental conditions. For example, a visual stimulus can
be presented in one block, and a constant bip sound can be
presented in another condition, forming two distinct condi-
tions. One can thus differentiate the BOLD signal level across
conditions, and localize the brain activations specific to each
of the two conditions, using standard statistical methods.

Event-related design: the stimuli are presented in short
and discrete intervals, each constituting a single event or trial.
A fMRI session is formed by a sequence of stimuli/events,
constituting different conditions depending on a particular set
of stimuli. The duration between two consecutive events is
known as inter-stimulus interval (ISI).

Resting-state experiment: there are no stimuli and the
aim is to collect the brain’s BOLD signal during a resting
state, and investigate the brain’s underlying activity when
no external stimulus is presented. Resting state BOLD data
have been instrumental in defining clusters of brain regions



that are functionally connected including the default-mode
network [104].

Because resting-state fMRI is straightforward to run and
easy to compare across different investigations, it became one
of the most popular approaches in functional brain connectivity
analysis [105]. On the other hand, block and event-related de-
signs are required to investigate condition-specific functional
connectivity, common during cognitive challenges.

B. Activation maps

Traditionally, brain activation maps are obtained using the
block and event-related designs. Employing a mass-univariate
approach, experimental conditions are entered in a general lin-
ear model (GLM), and a statistical parametric map is obtained.
In the GLM, the BOLD signal is the explained variable, and
the conditions/events are the regressors. The event regressors
are convolved by a hemodynamic response (HR) function to
account for the delay of the BOLD signal. All the relevant
conditions must be entered in the design matrix of the GLM to
acount for the BOLD variability. For instance, usually the head
movement parameters as well as physiological variables, when
available, are entered as covariates of no interest. The GLM
estimates the component of variance explained by each of the
regressors, with the coefficient of each regressor constituting a
β image. The β image reflects the height of average activation
across trials for a particular event. Further, these β images are
contrasted in order to ascertain that a particular brain region
is more active during condition A than B (baseline condition).
Finally, for each individual and experimental condition, a
contrast con image is obtained. Often, this step is called first-
level analysis.

The con images can be used to perform one-sample t-tests
and obtain individual activation maps. However, these maps
are very variable across individuals and are not representative
of the group. Therefore, in a so called second-level or group
analysis, the contrast images (con) of the first-level analyses
are used for random-effect analysis to obtain group T-maps,
such as one-sample t tests. Alternatively, the con images can
be used in other parametric tests, two-sample t tests, analysis
of variance (Anova), etc.

C. Functional connectivity

Investigation of the functional connectivities between brain
regions is critical to our understanding of how information is
integrated in the brain [106]. The functional methods can be
divided in three classes:

Seed-based methods: a single ROI is selected, an average
or representative time-series is extracted for a region of interest
(ROI), and a functional connectivity measure is computed for
every pair ROI-to-voxel across the whole-brain. Thus, these
are bivariate approaches, and sometimes referred to as whole-
brain methods. In this category, we have the correlation analy-
sis of resting-state data [107], bivariate Granger causality [108]
and psychophysiological interaction or PPI [109].

ROI-based methods: multiple ROIs are selected from a
previous functional localization analysis of the fMRI data

(activation maps); i.e., parts of the brain that are active during
a condition of interest; or from an anatomical atlas of the
brain. A connectivity hypothesis is tested based on the network
obtained from the time-series modeling of these ROIs. In this
category, we have techniques based on structural equation
modeling or SEM [110], multivariate Granger causality [111],
and dynamic causal modeling or DCM [112].

Data-driven approach: connected regions are selected in
a completely data-driven fashion. Multiple time-series are
classified into groups or clusters according to some criterion,
such as independent component analysis (ICA) [113], in which
clusters are formed based on the spatio temporal characteristics
of the BOLD signal of every single voxel.

Although these approaches are here classified separately,
they are complementary and usually employed in conjunction.
For instance, ICA can be used to select networks of interest,
which in turn are used as the ROIs of the multivariate Granger
causality [114]. PPI analysis is used to localize regions con-
nected to a particular ROI, followed by a multivariate Granger
causality analysis [115].

D. Traps and pitfalls

In this subsection we summarize some of the concerns
that previous studies have raised when performing statistical
analysis on fMRI data [116], [117], [118] and point out
possible directions to resolve these issues.

Imaging artifacts: BOLD signals suffer from several ar-
tifacts: distortion, partial volume effects, large vessel ef-
fects [103]. Thus, before performing fMRI data analyses,
one must pay attention to the quality of preprocessed output
images. A visual quality check of the preprocessed fMRI data
is always recommended. A good material for image quality
check is available in PhysIO Toolbox, part of the TAPAS
software14.

Imperfect normalization: despite the availability of very
accurate normalization algorithms, no alignment between sub-
jects brains can be perfect because of the inter-subject variabil-
ity in brain anatomy. For example, for functional connectivity
analysis, one should be aware of this inaccuracy when extract-
ing the average BOLD time-series from a particular anatomical
atlas. This might have direct impact on the functional connec-
tivity results, because the latter is affected by anatomically
inaccurate ROIs, as observed by [116]. Functionally parcelled
atlas is suggested to ameliorate the anatomical inaccuracy.

Hemodynamic response (HR) variability: it has long been
known that different regions in the brain has different HR
[119], and this poses a critical concern to the lag-based
connectivity methods, since they take the temporal prece-
dence as granted to infer connectivity. In particular, recent
investigations have shown poor performance of these lag-
based methods in connectivity modeling [116]. Deconvolution
methods are suggested for a more accurate modeling of the
HR functions [120].

14 https://www.tnu.ethz.ch/de/software/tapas.html).



VIII. FMRI PATTERN ANALYSIS

In the past decade, the use of pattern recognition tools
became popular in fMRI data analysis, and they are used to
complement traditional statistical methods. A nice review of
the progress of fMRI analyses within the field of neuroscience
can be found in [121].

A. Encoding pattern analysis

As we saw in the previous section, traditional fMRI statisti-
cal methods such as the GLM requires a priori task-design and
is limited to observable or at least measurable task conditions
(regressors). These methods can be understood as encoding
analyses, in which the parameters of a priori defined model
are estimated given the BOLD signal for each single voxel.
In other words, the BOLD signal of a single voxel is mapped
to many experimental conditions. In this approach, there is no
consideration of interdependencies between multiple voxels.
To perform encoding analyses (GLMs), readers are directed
to use packages such as SPM and FSL.

B. Decoding pattern analysis

Modern fMRI analysis methods are based on pattern recog-
nition techniques, and aim to map multiple voxels (BOLD
signals) to a single experimental condition. These approaches
are called decoding or mind-reading techniques[122]. An
example would be to use SVM to map a set of BOLD
signals to an experimental condition, in a single time point.
To perform fMRI decoding, popular softwares using Matlab
such as Pronto [123] are avaible15.

C. Multi-voxel pattern analysis

An extension of the decoding methods would be the multi-
voxel pattern analysis or MVPA [47], [124]. In this approach,
a many-to-many mapping (voxels to experimental conditions)
is performed. This would be a generalization of the two
previous approaches. Nice softwares are avaialable in Mat-
lab and Python such as Princeton MVPA toolbox16 and the
PyMVPA17.

In addition to these single subject approaches (encoding
or decoding of mental states), pattern recognition tools can
be used to classify individuals into different groups. An
introductory review can be found in [125]. One can use single
classifiers like in Pronto or combine different classifiers using
fusion methods [126].
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