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Fig. 1. Overview of our method for smile intensity estimation

Abstract—Facial expression analysis is an important field of
research, mostly because of the rich information faces can
provide. The majority of works published in the literature have
focused on facial expression recognition and so far estimating
facial expression intensities have not gathered same attention.
The analysis of these intensities could improve face processing
applications on distinct areas, such as computer assisted health
care, human-computer interaction and biometrics. Because the
smile is the most common expression, studying its intensity
is a first step towards estimating other expressions intensities.
Most related works are based on facial landmarks, sometimes
combined with appearance features around these points, to
estimate smile intensities. Relying on landmarks can lead to
wrong estimations due to errors in the registration step. In this
work we investigate a landmark-free approach for smile intensity
estimation using appearance features from a grid division of the
face. We tested our approach on two different databases, one
with spontaneous expressions (BP4D) and the other with posed
expressions (BU-3DFE); results are compared to state-of-the-art
works in the field. Our method shows competitive results even
using only appearance features on spontaneous facial expression
intensities, but we found that there is still need for further
investigation on posed expressions.
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I. INTRODUCTION

Facial expressions play an important role on communication
and can provide clues about emotions and intentions [1],
[2]. Machine understanding of facial expressions would open
new possibilities in areas such as human-computer interaction,
affective computing, and health care [3], [4], [5], [6]. However,
there are still many challenges to be overcome.

Current research is beginning to focus on what can be
learned from facial expression’s intensities [1], specially from
smiles. Abel and Kruger [7] found that there is a relationship
between the smile intensity in photographs and longevity.
Kraus and Chen [8] predicted that prior to a physical con-
frontation, smiles’ intensity might indicate reduced intentions
to engage in hostile and aggressive actions. Stratou et al. [6]
analyzed males and females subjects and found that males

afflicted by post-traumatic stress disorder have shown less
intense smiles than the female subjects. They also suggest that
intensity of expressions such as anger, disgust, contempt and
joy might be a measure of affect.

Although researches in facial expression analysis have been
making a lot of progress towards facial expression recognition,
it is unclear how to estimate the intensity of these facial
expressions [1]. The analysis of facial expressions intensity
might lead to better human-computer interfaces and help
computer assisted health care [4], [6]. Smiles are, perhaps,
the most studied [8] and the most common facial expression,
specially in single images such as photographs [9]. Because of
this, the estimation of smile intensity is a first step for future
research towards facial expression intensity estimation.

Facial expression recognition is mostly based on Paul
Ekman’s Facial Action Coding System (FACS) [10] and its
components, the Action Units (AUs). AUs correspond to the
contraction of specific facial muscles and may vary in intensity
[1]. The intensity ranges in a 5-level scale from 1 to 5 (or A to
E), being 1 (A) the minimum intensity and 5 (E) the maximum
intensity [1], [4]. There is also a sixth intensity level, which
is 0, that indicates no AU activation [1], [4]. Fig. 2 shows an
example of a 6-level smile intensity. These levels of intensity
are also important in analyzing facial expression dynamics
(changes of intensity over time) which goal is to detect onset,
apex and offset of facial expressions [1], [2]. Detection of AUs
can be handled using geometric features from facial fiducial
points (landmarks) [11], appearance features [2], [12], or a
combination of both [1], [13].

Girard et al. [1] evaluated the use of appearance features for
smile intensity estimation. They extracted Gabor wavelets and
SIFT [14] descriptors in regions surrounding the landmarks
of the whole face (around 60). After feature extraction, they
used Laplacian Eigenmap and Principal Component Analy-
sis (PCA) for dimensionality reduction. For the prediction
of smile intensity they evaluated Support Vector Regression
(SVR), binary Support Vector Machines (SVMs), and multi-



Fig. 2. Examples of intensities from 0 (upper-left) to 5 (bottom-right)

class SVMs; all of them used a Radial Basis Function (RBF)
kernel. They evaluated their method with spontaneous expres-
sions from the BP4D [15] and the Spectrum [16] databases.

Nicolle et al. [13] worked on facial action unit prediction
using shape and appearance features. The shape features were
extracted from 49 landmarks. The appearance features were
extracted dividing the image in a 4 x 4 grid and from 10
regions centered on landmarks to capture expression-related
wrinkles. The classification of the intensity was handled using
Lasso-regularization of Metric Learning for Kernel Regression
where they aimed at reducing overfitting issues. Their method
was evaluated using spontaneous expressions databases [17].

Jiang et al. [2] used the Local Phase Quantization from
Three Orthogonal Planes (LPQ-TOP) descriptor for analysis of
facial expressions dynamics. They detected a set of reference
points to align the face to eliminate in-plane head rotation
and address individual differences in face shapes. After the
pre-processing, LPQ-TOP features are extracted from small
blocks of the face. The detection of AUs was handled using
SVM and GentleBoost for feature selection. Their method was
evaluated in various databases, e.g., the Cohn-Kanade [18] and
the UNBC-McMaster pain database [19], among others.

Contributions: We investigate the estimation of both
posed and spontaneous smiles intensity without using land-
marks. We evaluate a set appearance descriptors combined
with machine learning models to describe these intensities.
Our results favorably compared to state-of-the-art approach.

The rest of this paper is organized as follows: Section II
describes our approach. Section III discusses experiments
for both spontaneous and posed smile intensity estimation,
followed by our conclusions in Section IV.

II. SMILE INTENSITY ESTIMATION

Face landmarks are prone to tracking failure [13], because
of this we evaluate a set of appearance descriptors for smile
intensity estimation. In this section we describe our approach
in three steps: preprocessing, feature extraction and estimation.
An overview of our method is shown in Fig. 1.

A. Preprocessing

The input to our method is a single image containing or
not a smile. Firstly, we convert the image to grayscale and, to
boost the face detection [20], resize the image to a width of
256 pixels with the height calculated keeping the aspect ratio

TABLE I
MACHINE LEARNING MODELS’ PARAMETERS

Parameter Values
SVM C 20 to 210

RBF SVM γ 1
nf eatures

, 20 to 24

SVR ε 0.1, 0.2, 0.4

in accordance to the width. If the face is detected, we crop
the face region and scale it to 128x128 pixels [1].

B. Feature extraction

Our method doesn’t rely on landmarks, so we look
for appearance-features to describe smile intensity. Several
appearance-based descriptors have been successfully used in
facial expression recognition, some of them are Local Binary
Pattern (LBP) [21], Local Gradient Increasing Pattern (LGIP)
[22], and Local Phase Quantization (LPQ) [23]. A common
approach when dealing with these descriptors is to segment
the face in a grid shape. The grid size might vary from 3x3 to
10x10 [2], [4], [9], [12], [13]. Other approaches suggest the
use of a weighted grid, or boosting, to give more importance
to some regions than others [24], [25].

We evaluated the use of LBP1,8, LPQ N3, and LGIP on
different grid sizes: 3x3 and 5x5 without weighting any region
and 6x7 grid with weights as in [25]. For each cell we
applied the appearance descriptors independently and extracted
a normalized 256 bin histogram from the descriptor resulting
image. In the case of 6x7 grid, each histogram is multiplied
by the corresponding weight. Finally, the histogram of each
cell is concatenated into a feature vector.

C. Estimation

The last step in our approach is the estimation of the
facial expression intensity. This is a multiclass classification
problem, because the intensity labels are discrete values and
range from 0 to 5. SVMs are binary classifiers, but can be
extended to multiclass classification using one-vs-all or one-
vs-one decision schemes [26]. The classification models we
selected were the one-vs-one RBF SVM as in [1], and one-vs-
all Linear SVM. The one-vs-all was selected because it builds
a model for each label, which is trained with instances of one
label as positive samples against instances of all other labels
as negative samples [26]. We also evaluated Support Vector
Regression (SVR) as in [1], as for a classification task. The
output of SVR is a continuous value from 0 to 5, converted
to discrete values by rounding to the nearest integer.

III. EXPERIMENTS AND RESULTS

In this section we describe our experiments and the
databases we selected. We discuss the results from our ex-
periments and the limitations of our work.

A. Spontaneous smile intensity estimation

In this experiment we evaluated the performance of our
approach for spontaneous smile intensity estimation using the
BP4D database [15].The Spectrum Database also used by



TABLE II
ACCURACY SCORES OF OUR APPROACH FOR SPONTANEOUS SMILES

Model / Descriptor LBP (5x5) LGIP (3x3) LPQ (3x3)
one-vs-all Linear SVM 605 (45%) 805 (60%) 920 (68%)
one-vs-one RBF SVM 778 (58%) 1088 (81%) 1104 (82%)
RBF SVR 692 (51%) 934 (69%) 986 (73%)

TABLE III
CONFUSION MATRIX FOR SPONTANEOUS SMILE INTENSITY ESTIMATION

USING LPQ AND ONE-VS-ONE RBF SVM

Intensities 0 1 2 3 4 5
0 200 14 9 1 1 0
1 7 190 25 3 0 0
2 2 28 171 23 1 0
3 0 1 31 162 30 1
4 0 0 2 31 172 20
5 0 1 0 0 15 209

[1] is not publicly available. The BP4D database contains
recordings of 41 subjects engaging in 8 tasks to demonstrate
spontaneous facial expressions. The subjects are distributed in
about 56% female and 44% male. The database also provides
FACS coding for each frame and intensity ground truth for
some AUs, such as AU 12 and AU 14.

For this experiment we selected a subset of 9,000 images of
the BP4D database, those presenting intensity levels for AU 12
(lip corner puller) which characterize a smile [5]. The subset
contains a uniform distribution of intensities, for each intensity
(0 to 5) 1,500 images were selected. These images were also
uniformly split in three sets: training (70%), validation (15%),
and testing (15%). A grid-search procedure was executed using
the training set and the validation set with the parameters
shown in Table I. After the selection of the parameters, we
ran the experiments on the test set.

The general accuracy for this experiment is shown in
Table II, presenting the accuracy on the test set using the
descriptors and models that leaded to the best results using the
validation set. From this table we can notice that our best result
was the LPQ descriptor using a one-vs-one RBF SVM with
a grid of 3x3 cells. We can also see that different descriptors
yielded their best results using different grid sizes, such as 3x3
on LGIP and 5x5 on LBP. These results are also in agreement
with the ones from [1], as the one-vs-one RBF SVM provided
better results than the RBF SVR.

We calculated the Intraclass Correlation Coefficient (ICC)
[27], using a 3x3 LPQ with one-vs-one RBF SVM, as a
measure of agreement between our predictions and the ground
truth. Our ICC(3, 1) score is 0.95 and is comparable to the
scores in [1]. From the confusion matrix shown in Table III
we can see the that the estimation errors were around the true
label, in agreement with the ICC score.

B. Posed smile intensity estimation

In this experiment we evaluated the performance of our
approach for estimation of posed smiles using the BU-3DFE
database [28]. This database contains 3D models and 2D facial
textures for facial expression analysis. The database contains
2,500 frontal face textures of 100 subjects. The subjects are

Fig. 3. Comparison of the 3x3 LPQ descriptor between spontaneous and
posed smiles

distributed in about 60% female and 40% male. Each subject
performed seven expressions (neutral, happiness, disgust, fear,
angry, surprise and sadness). For each expression, in exception
to neutral, there are four levels of intensity.

For this experiment we selected a subset of 1,000 images
of the BU-3DFE database. These are all the images of the
database that present the happy expression and other 200
images that do not show a smile. The images are uniformly
distributed based on the intensities (0 to 4). We used the
same setup as the previous experiment, we split the subset
in 70% of the images for training, 15% for validation, and
15% for testing. As in Section III-A, a grid-search procedure
was executed using the training set and the validation set with
the parameters shown in Table I. After the selection of the
parameters, we ran the experiments on the test set.

The general accuracy for this experiment is shown in
Table IV. The results of this experiment are worst than the ones
for spontaneous expressions. The best result in this experiment
was 42% using a 3x3 LPQ with a one-vs-all Linear SVM
classifier. This result is near the worst result for spontaneous
smiles. These scores might be justifiable due to low amount
of images used for training and testing. Using more images
might increase the scores for posed smiles. We also calculated
the ICC(3, 1) score for the best result in this experiment, the
score is 0.67 which a low agreement between our predictions
and the ground truth.

Given the results in the confusion matrix shown in Table III,
we also tested for 2-class and 3-class groupings. The 2-class
was executed as a measure of smile detection, with a label
0 meaning ”no smile” and a label greater than 0 meaning
”smile”. For the 3-class we grouped the intensities as 0 and
1, 2 and 3, 4 and 5 to get better groupings. Fig. 3 shows
the comparison of the LPQ descriptor between posed and
spontaneous smiles. From this chart we can see that small
groups yielded better results, suggesting that the classes in a
6-class grouping don’t have well defined boundaries.

C. Limitations and future work

The main limitation of our approach is that we didn’t in-
vestigate any alternative to handle head-pose variation. Recent
methods, such as [29], could be used for face detection and,



TABLE IV
ACCURACY SCORES OF OUR APPROACH FOR POSED SMILES

Model / Descriptor LBP (3x3) LGIP (6x7) LPQ (3x3)
one-vs-all Linear SVM 39 (26%) 61 (41%) 63 (42%)
one-vs-one RBF SVM 34 (23%) 45 (30%) 52 (35%)
RBF SVR 40 (27%) 60 (40%) 56 (37%)

before feature extraction, an alignment or face frontalization
[30] step could be used. Another approach would be the use of
face parts [31]. It is important to note that our best results were
yielded by the combination of a grid division and appearance
features without any weighting or boosting. We applied the
weights suggested in [25], but our faces weren’t aligned which
might be the cause of the better performance without weight-
ing. Another approach would be the selection of weights of our
training set for a better selection of the most important regions.
Although our approach performed well on spontaneous smiles,
when applied to posed smiles the performance dropped to an
accuracy of less than 50%. It indicates the need for better
feature description and investigation on posed smiles, and also
that our approach might be useful for detection of posed and
spontaneous smiles. A downside of low-level features is that
they might be affected negatively by identity bias [31] and a
cross-database experiment would lead to more accurate results.

IV. FINAL REMARKS

In this paper we investigated the use of appearance features,
techniques to enhance these features, and machine learning
models for both posed and spontaneous smile intensity esti-
mation. Even using only appearance features, our approach
was able to estimate smile intensities with high accuracy.
Our results are competitive with the state-of-the-art works for
spontaneous smiles intensity, even relying only on appearance
features. It is important to note that our findings suggest that
the use of a simple grid division of the face led to better
results than the ones using a weighted grid division. Our results
show that boundaries in posed smiles are not well defined as
in spontaneous ones because of the drop in performance in
different groupings. Finally, our findings suggest that there is
still need for improvement on estimation of posed smiles.
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