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Abstract—As video gameplay recording and streaming is be-
coming very popular on the Internet, there is an increasing need
for automatic classification solutions to help service providers
with indexing the huge amount of content and users with finding
relevant content. The automatic classification of gameplay videos
into specific genres is not a trivial task due to their high
content diversity. This paper address the problem of classifying
video gameplay recordings into different genres by using mid-
level video representation based on the BossaNova descriptor.
The paper also proposes a public dataset called GameGenre
containing 700 gameplay videos groped into 7 genres. The results
from experimental testing show up to 89% classification accuracy
when the gameplay videos are described by BossaNova descriptor
using BinBoost as low-level image descriptor.

Keywords-Gameplay videos; gameplay genre video classifica-
tion; mid-level video representation, BossaNova video descriptor.

I. INTRODUCTION

Gameplay is the specific way in which players interact with
a game and in particular with a video game [1]. Recently there
has been a tremendous increase in user-generated video game-
play recording and streaming on dedicated online platforms
such as Twitch and YouTube Gaming [2]. In 2015, Twitch had
over 1.7 million broadcasters streaming every month and over
120 million monthly viewers [3], while the top 100 YouTube
gaming channels generated over 7.2 billion views in January
2016 [4]. Given the huge amount of video content in general
and gameplay videos in particular there is an increasing need
for automatic video processing and analysis techniques such
as event detection, indexing and classification, in order to help
the service providers with managing the content and the users
with finding relevant videos [5].

In this context, we address the problem of automatic clas-
sification into different genres of gameplay videos that were
recorded for distribution on the Internet. While much research
has been conducted on video classification in general [6], [7],
to the best of our knowledge, this is the first work about
gameplay videos classification. This paper also proposes a
public dataset of gameplay videos, with the particular purpose
to evaluate the proposed classification strategies. The dataset

named GameGenre, consists of 700 videos (more than 116
hours), classified into 7 game genres.

Previous research works in the area have mainly focused on
classifying video content into generic categories such as news,
sports or movies [6], [7]. Significant research effort was also
made on further sub-classifying specific video genres, such as
movies into action, comedy, horror, etc. [8], [9], or sports into
soccer, tennis, volleyball, etc. [10]. Other research works have
focused on more specific areas such as classifying educational
videos [11], pornography video classification [12], [13], game
classification in order to identify gameplay bricks [14], or large
scale classification of sport videos [15], among others.

The task of video classification is usually based on: (i) low-
level feature extraction, (ii) mid-level description generation,
and (iii) video classification. Feature extraction is the main
vision task in classification pipeline and consists in extracting
visual information from video. The mid-level descriptions
are representations that aggregate all video information into
only one descriptor, usually a Bag-of-Visual-Words. Finally,
the video classification step involves activities of learning
statistical models based on mid-level descriptors, and applying
those models to classify new observations.

In a typical approach to video classification, the stage of
feature aggregation is performed on all extracted features,
however this strategy may suffer from two issues: polysemy
and synonymy. To cope with these problems, instead of
computing a traditional Bag-of-Visual-Words, the video de-
scriptors are based on a recent mid-level representation, called
BossaNova. In this work, we propose to classify the gameplay
genre videos by using a BossaNova Video Descriptor, which
was proposed for pornography classification [12], [13], and a
Bag-of-BossaNova descriptors.

The main contributions of this research work are twofold:
(i) proposal of a new public video dataset, and (ii) study of
new mid-level video descriptions applied to gameplay genre
video classification.

This rest of this paper is organized as follows. Section II
and Section III describe some image and video representations.
Section IV presents the public dataset GameGenre with some
examples. Section V shows a quantitative analysis of the



proposed approach for gameplay genre video classification.
Finally, in Section VI, concludes the paper and presents some
further work directions.

II. IMAGE REPRESENTATIONS

Both the effectiveness and the efficiency of an image or
video processing system are dependent on descriptors (or
visual features). A feature extraction algorithm can produce
either a single feature vector or a set of feature vectors. In the
former case, a single feature vector must capture the entire
information of the visual content (named global descriptor).
In the latter case, a set of feature vectors (or local descriptors)
is associated with the image visual content.

Thanks to the development of very discriminant low-level
local features (such as SIFT descriptors [16]), and the emer-
gence of mid-level aggregate representations, based on the
quantization of those features (such as the Bag-of-Words1

model [17]), significant progress has been made in visual
recognition tasks. In order to be able to efficiently deal with a
large number of local descriptors, an important task is the con-
struction of a visual dictionary, or codebook. Afterwards, the
codebook can be used to create a mid-level image descriptor
– named Bag-of-Words (BoW) – to describe any image using
two steps: coding (i.e., assignment of descriptors to visual
words), and pooling (i.e., generation of an image (or video)
representation). The BoW is simple to build, however it may
suffer from two issues: polysemy – a single visual word may
represent different contents; and synonymy – several visual
words may characterize the same content.

In general, for the video classification task, the video
must be described by a mid-level representation (or a global
descriptor). The following section reviews some key concepts
involving low-level descriptors and mid-level image represen-
tation.

A. Low-level Features

A low-level feature descriptor can be considered as a func-
tion applied to a region of the image to perform its description.
The simplest way to describe a region is to represent all the
pixels in this region in a single vector. However, depending
on the information to be described, this would result in a
high-dimensional vector leading also to a high computational
complexity for a future recognition of this region [18]. In this
section, we review two low-level descriptors, which can be
classified in two distinct ways [19]: (i) non-binary descriptors,
and (ii) binary descriptors.

SIFT – Scale Invariant Feature Transform: One of the most
important descriptors used in the literature is the SIFT [16].
This descriptor performs a scale-space analysis leading to a
great performance according to the scale invariance. Although
the author has developed the SIFT descriptor to be used on
object recognition tasks, it has become the most widely used

1Bag-of-Words models have blurred somewhat the distinction between local
and global descriptors, because they propose a single (global) feature vector
based upon several (local) features.

descriptor in several other applications. This is due to its high
discriminative power and stability.

To describe each patch, an orientation α is assigned select-
ing the angle that represents the histogram of local gradients
(calculated for each pixel around the keypoint). Then, the
region of points around the keypoint, oriented by α , is divided
into subregions composed by a grid of size G×G. Next, a
histogram of orientation consisting of B bins is created from
the samples of each subregion. The descriptor is then obtained
from the concatenation of the histograms of these subregions,
composed of G×G×B values. The default values for G and
B are usually 4 and 8, respectively, resulting in a vector of 128
length. Finally, the descriptor is normalized turning it robust
to illumination variations.

BinBoost: Trzcinski et al. [20] proposed a new framework
with the aim of creating a binary descriptor extremely compact
and highly discriminative. The BinBoost descriptor is robust
to changes in lighting and viewpoint. Each bit generated by
BinBoost is computed by using a binary hash function, the
same way as the AdaBoost classifier does [21]. This function
is based on weak learners that take into account the orientation
intensity of gradients on the patch to be described. The
hash function is optimized iteratively, i.e., at each iteration,
incorrect samples are assigned to a greater weight while the
weight of the correct samples is decreased. In this way, the
next bits to be calculated will tend to correct the error of their
predecessors.

B. Mid-level Image Representation

The BossaNova is a mid-level image representation [22],
which offers more information-preserving pooling operation
based on a distance-to-codeword distribution. The BossaNova
approach follows the BoW formalism (coding/pooling), but it
proposes an image representation which keeps more informa-
tion than BoW during the pooling step, since it estimates the
distribution of the descriptors around each codeword, by com-
puting a histogram of distances between the descriptors found
in the image and those in the codebook. In BossaNova code,
the authors proposed a soft-assignment strategy considering
only the k-nearest codewords for coding a local descriptor.

This representation was successfully applied to the context
of visual recognition. In comparison to BoW, BossaNova
significantly outperforms it. Furthermore, by using a simple
histogram of distances to capture the relevant information,
the method remains very flexible and keeps the representation
compact. For those reasons, we choose the BossaNova ap-
proach as the mid-level feature to be used in the experiments.

III. VIDEO REPRESENTATIONS

Some applications for video classification are based on
majority voting [23], however this method works on binary
classification. The gameplay genre video is a multiclass clas-
sification which makes prohibitive the majority voting. In this
sense, we propose the use of two mid-level video representa-
tions which aggregates mid-level image representation.



A. Bag-of-BossaNova Descriptor

The Bag-of-BossaNova descriptor is a Bag-of-Visual-Words
in which the features are BossaNova descriptors computed
for each video frame. Thus, each video is represented by one
Bag-of-BossaNova. It is important to note that a BossaNova
representation aggregates any kind of low-level features. In
this work, we have considered both SIFT and BinBoost in
order to compute it.

B. BossaNova Video Descriptor

The BossaNova Video Descriptor (BNVD) was proposed
in [12], [13] for pornography recognition and it is based
on the combination of mid-level representations. In fact,
this descriptor can be considered as a simple strategy that
aggregates information of the mid-level representations of all
video frames into a single representation by using an operator,
such as median, max or min. The procedure is explained in
the following.

Let V be a video sequence. V =
{

f i
}

, i ∈ [1,N], where
f i is the keyframe2 of the shot i and N is the number of
keyframes. Let Z =

{
zi
}

, i ∈ [1,N] be a set of BossaNova
vectors computed for the video V in which zi is a BossaNova
vector extracted for the keyframe f i. Let O and P be two
functions for aggregating the information of BossaNova and
the Bag of Visual Words. The BossaNova Video Descriptor
(BNVD) can be modeled by a function W as follows:

O :RB −→ RB,

P :RM −→ RM,

W :RZ −→ RZ ,

Z −→ W({zi}) =
[[

om,b
]
, pm
]T

,

om,b = O({zi
m,b}),

pm = P({t i
m}), (1)

where Z ⊂ {1, ...,M}×{1, ...,B}, and zi =
[[

zi
m,b

]
, t i

m

]T
.

Intuitively, this new video descriptor represents a relation
for each codeword to the codebook, since each BossaNova
representation contains information regarding the distance-to-
codeword distribution. The main goal of applying the functions
O and P to the BossaNova vectors, in order to compute om,b
and pm, respectively, is to employ a filtered-like operation to
the entire video content which is represented by this mid-level
representation.

As discussed in [12], [13], this descriptor, intuitively, rep-
resents the median distance for each visual word to the
codeword, since each BossaNova representation contains in-
formation about the distance-to-codeword distribution. More-
over, outliers are eliminated by the median function. During
experiments, we have also used the max operator to aggregate
the information of video frames. In this case, we expect that
BNVD can represent more saliently the video information.

2A keyframe is a frame that represents the content of a logical unit, like a
shot or scene, for example.

TABLE I
GAMEGENRE DATASET SUMMARY.

Videogame Genre Total Duration

Card 18hr 38min 04 sec
Fighting 15hr 54min 34sec
First Person Shooter 16hr 31min 59sec
Racing 15hr 49min 41sec
Real Time Strategic 15hr 28min 59sec
Side-Scrolling 16hr 54min 0sec
Team Sport 16hr 53min 15sec

Total 116hr 10min 32sec

IV. THE GAMEGENRE DATASET

The proposed public GameGenre dataset3 is divided into
7 classes representing different genres of gameplay videos.
Each class contains 100 videos downloaded from YouTube,
totalling 700 videos in the dataset. The videos were selected
aiming for content variety within each class, are encoded at
high resolution and the duration of each video varies from 4
minutes up to 20 minutes. Table I presents a summary of the
dataset size in terms of total videos duration for each gameplay
video class.

A. Genre Definitions

Defining a game genre is a very challenging and ambiguous
task [24], since a game could fit into various genres. A title
that exemplifies well this scenario is Grand Thief Auto (GTA)
whose genre is defined by its creators as action-adventure,
third person shooter and racing. Adding to that, the game may
be hybrid and use different technologies and platforms.

As a way to avoid these difficulties we used the genre char-
acterization proposed in [25] to specify the genres, combined
with some aspects proposed in [26] to separate the dataset
into different classes. The selected aspects were Gameplay,
Temporal and Style, in which Gameplay defines the experience
of the player, Temporal defines the relation with time (e.g., real
time or time manipulation), while Style defines the model of
the game, such as shooter or action. Following we describe
each genre present in the GameGenre dataset.

Real Time Strategic (RTS): A strategic game consists in
challenges that players should choose from a wide range of
possibilities, actions and movements to complete a mission
or objective. An RTS game can be seen as a subclass of
strategic game, but even more challenging since it demands
that multiple players interact simultaneously. Fig. 1, presents
two examples of videos from the RTS class.

Card: Card games try to simulate real life card games,
such as poker and imaginary, in which a player can choose
to play with other players or with the machine. It can also be
seen as subclass of strategic games, since the player needs to
plan his actions, gather data during the game and consider its
options before each movement. Fig. 2, presents two examples
of videos from this class.

3Available at http://www.icei.pucminas.br/projetos/viplab/databases/gamegenre



Fig. 1. Example of video class Real Time Strategic: (top) League of Legends;
and (bottom) Age of Empires.

Fig. 2. Example of video class Card: (top) Shandow Era; and (bottom) Texas
Poker.

Fighting (Fight): Adams [27] declares that fighting
games require physical skills, such as reaction reflex and
timing. For these aspects it can be seen as a subclass of action
games. The game mechanics consist of combats using fighting
techniques. The player usually combats another player and in
certain cases, with the machine. Fig. 3, presents two examples
of videos from this class.

First Person Shooter (FPS): The focus of this genre of
game is the vision of the protagonist. The game consists in
shooting at specific points, like enemies or strategical spots,
and its difficulty increases according to the the levels achieved
by the player. Fig. 4, presents two examples of videos from
this class.

Racing (Race): The main purpose of this genre is to
simulate the action of driving or piloting a real vehicle. In
general, the player’s objective consists on doing some quest
faster than other players or the machine. Fig. 5, presents two
examples of videos from this class.

Side-Scrolling (Side): Present in several of earliest video
game platforms, side-scrolling or platforms consist in an avatar
moving forward and backward with limited abilities, collecting

Fig. 3. Example of video class Fighting: (top) Super Street Fighter; and
(bottom) Dengeki Bunko.

Fig. 4. Example of video class First Person Shooter: (top) Battle Field 3;
and (bottom) Brink the Objectives.

Fig. 5. Example of video class Racing: (top) Need for Speed; and (bottom)
Car Alive.

items and confronting enemies. Fig. 6, presents two examples
of videos from this class.

Team Sport (Team): Sport games focus on simulating real
sport matches. As the name implies, Team Sport games has the
purpose to simulate a sport with more than one character, such
as soccer, volleyball and rugby. Fig. 7, presents two examples
of videos from this class.

V. EXPERIMENT

In this section, we describe the experimental setup and
discuss the results obtained by applying the BossaNova video



Fig. 6. Example of video class Side-Scrolling: (top) BloodRayne Betrayal;
and (bottom) BroForce.

Fig. 7. Example of video class Team Sport: (top) NCAA Basketball 10; and
(bottom) College Lacrosse.

descriptor for gameplay genre video classification.

A. Experimental Setup

In order to compute the mid-level video representations,
we extracted one frame by minute followed by a feature
extraction using two descriptors: SIFT and BinBoost. For
the SIFT descriptor, we adopted the code from OpenCV’s
repository [28]; while for BinBoost we have used the code
publicly available4. The code for BossaNova is also publicly
available5.

Two different representations were used in order to compute
a global signature for videos: the BossaNova Video Descriptor
and the Bag-of-BossaNova. For each approach we used two
different low-level features: SIFT and BinBoost with dense
sample in three different window size (6, 20 and 30 pixels).
We kept the BossaNova parameter values the same as in [23],
[12] (B= 2,λmin = 0.4,λmax = 2.0,s= 10−3), and we used two
different aggregating functions: max and median. For creating
the codebooks, we have used 128 centroids. For classification
we used non-linear SVM with an RBF kernel. For parameter
definition during training phase, we used a grid search with
cross-validation. In scaled tests we normalized the values
between 0 and 1.

4http://www.cvlab.epfl.ch/research/detect/binboost
5http://www.npdi.dcc.ufmg.br/bossanova

B. Quantitative Analysis

Our experiments are based on 5-fold cross validation strat-
egy. For computing the accuracy (presented in Table II), we
have computed the average value for all classifications.

TABLE II
ACCURACIES FOR THE GAMEPLAY GENRE VIDEO CLASSIFICATION USING

TWO DIFFERENT MID-LEVEL VIDEO REPRESENTATIONS AND TWO
DIFFERENT LOW-LEVEL IMAGE DESCRIPTORS.

Approach Feature Window
size

Accuracy
Normalization
no yes

Bag-of-BossaNova

BinBoost 30 89.84% 89.51%
SIFT 6 83.06% 83.96%
SIFT 20 83.47% 82.82%
SIFT 30 85.63% 84.65%

Bossa Nova VD (max)

BinBoost 30 79.31% 85.18%
SIFT 6 80.16% 80.94%
SIFT 20 80.53% 80.65%
SIFT 30 78.41% 78.73%

Bossa Nova VD (median)

BinBoost 30 86.86% 87.27%
SIFT 6 75.59% 82.94%
SIFT 20 83.88% 75.96%
SIFT 30 81.67% 76.12%

From our experiments, we observe a very interesting be-
haviour. The BossaNova Video descriptor in conjunction with
BinBoost is much better than BossaNova Video descriptor in
conjunction with SIFT. Furthermore, as one can see, the Bag-
of-BossaNova, in conjunction with BinBoost outperforms all
tested strategies (with 89.84% of accuracy). We also applied a
normalization on the data in order to minimize the noise, and
as one can see, there is no impact of this operation on both
mid-level video representations.

Table III, Table IV and Table V present the confusion matri-
ces, for the test case with the highest accuracy result, in each
of the three cases: using Bag-of-BossaNova representation,
and using BossaNova Video Descriptor with max and median
aggregation.

VI. CONCLUSIONS AND FURTHER WORKS

Gameplay is the specific way in which players interact with
a game and in particular with video game. In this paper, we
propose both a public dataset GameGenre for gameplay videos
categorized by genres, as well as a methodology for classifying
these videos by using mid-level video representation.

Two different mid-level video representations were studied,
namely the Bag-of-BossaNova and BossaNova Video descrip-
tor, and for each case the video frames were described by using
bothe SIFT and BinBoost. With the BossaNova flexibility and
ability to capture the relevant information extracted with the
low-level feature descriptors, combined with Bow to aggregate
the information obtained with the mid-level step, we were
able to obtain really good results. The experimental results
have shown that Bag-of-BossaNova descriptor with BinBoost
achieves 89.84% classification accuracy, outperforming all
other tested methods.



TABLE III
CONFUSION MATRIX FOR THE CLASSIFICATION WITH THE BEST

ACCURACY (91.22%) WHEN USING BAG-OF-BOSSANOVA
REPRESENTATION.

Card Fight FPS Race RTS Side Team

Card 50% 0% 5% 10% 10% 15% 10%

Fight 5% 80% 0% 5% 5% 0% 5%

FPS 0% 0% 95% 0% 0% 0% 5%

Race 5% 20% 0% 75% 0% 0% 0%

RTS 10% 10% 0% 0% 50% 20% 10%

Side 25% 0% 0% 0% 5% 65% 5%

Team 0% 0% 10% 10% 5% 5% 70%

TABLE IV
CONFUSION MATRIX FOR THE CLASSIFICATION WITH THE BEST
ACCURACY (86.73%) USING BOSSA NOVA VIDEO DESCRIPTOR

REPRESENTATION WITH max OPERATOR FOR AGGREGATING THE IMAGE
DESCRIPTORS.

Card Fight FPS Race RTS Side Team

Card 50% 0% 5% 5% 10% 20% 10%

Fight 20% 30% 10% 10% 5% 10% 15%

FPS 0% 5% 70% 5% 15% 5% 0%

Race 10% 10% 10% 55% 5% 5% 5%

RTS 5% 15% 0% 0% 75% 5% 0%

Side 0% 15% 40% 0% 15% 30% 0%

Team 15% 0% 0% 10% 5% 5% 65%

For further work, will study the behaviour of different low-
level features and other video representations in gameplay
genre video classification.
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