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Abstract—This paper seeks to do a comparative study of
different features and distance metrics in order to analyze the
impact of these factors in the process of Content-Based Image
Retrieval (CBIR). One of the main contributions of this work was
statistically analyze the impact of distance metrics in the process
of image retrieval by content. We also observed statistically the
impact of the variability among different classes and also the
variability between images of the same image class. The results
showed, for a sample collected, that the variation attributed to the
class is approximately 99.85%. This confirms the fact that each
algorithm will work best in a given situation. The comparative
study showed the algorithms which had better accuracy rate to
recover different image classes (in the dataset analysed) and also
presented the reasons that possibly made these algorithms had
better accuracy rate.
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I. INTRODUCTION

The term CBIR (Content-Based Image Retrieval) describes
the process of retrieving desired images from the large col-
lection of database on the basis of features that can be
automatically extracted from the images. The ultimate goal
of a CBIR system is to avoid the use of textual descriptions
in the hunt for an image by the user.

In CBIR, retrieval of image is based on similarities in
their contents, i.e., textures, colors, shapes etc., which are
considered the lower level features of an image. In CBIR each
image stored in the database, has its features extracted and
compared to the features of the query image. Thus, broadly, it
involves two processes, feature extraction and feature matching
[1]. The search is usually based on similarity rather than
on exact match and the retrieval results are then ranked
accordingly to a similarity index.

This paper aims to assess the impact of different image fea-
tures and distance metrics in CBIR process. Several algorithms
for image recovery content were implemented using different
distance metrics in order to show whether the accuracy of
relevant image retrieval really is dramatically impacted by
these factors and what are noticeably impacting factors.

II. RELATED WORK

Image retrieval and content-based image retrieval (CBIR)
are well-known fields of research in information management
in which a large number of methods have been proposed and

investigated but in which still no satisfying general solutions
exist [2].

Bao et al., [3], investigated eight similarity measures
through some remote sensing image retrieval. From the ex-
periment results it can be found that X2 statistical distance
measure and cosine of the angle measure perform better than
others.

Beecks et al., [4], study the behavior of the similarity
measures by discussing their properties. They compared the
Hausdorff Distance, Perceptually Modified Hausdorff Dis-
tance, Weighted Correlation Distance, Earth Movers Distance,
Signature Quadratic Form Distance and evaluated experimen-
tal results with respect to their qualities of effectiveness, as
well as efficiency.

Rubinstein et al., [5], present a comprehensive perceptual
study and analysis of image retargeting. They present anal-
ysis of the users responses, where they find that humans in
general agree on the evaluation of the results and show that
some retargeting methods are consistently more favorable than
others.

None of those studies evaluated Feature Extraction algo-
rithms and Similarity Measures using the statistical methods
described in this paper.

III. METHODOLOGY

The CBIR system implemented in this work uses four
feature extraction algorithms. Three color algorithms (HSV,
RGB, YUV) and a new algorithm, proposed in this work,
which consists in reducing a certain image for a range of 8
(Sampling-8)1. The similarity measures used were: 1) Cosine,
2) Euclidean, 3) Manhattan and 4) Chessboard.

To achieve the objectives of this work, the following activ-
ities were performed:

1) We performed a comparative analysis between four
simple feature extraction algorithms with images of 10
different classes of images and a comparative analysis
of the best simple algorithm with a combined approach
of these four algorithms.

2) An analysis of the impact of four distance metrics to
evaluate the impact of them in CBIR, where we used a
statistical method called one-factor design.

1The downscaling by a factor of 8 was empirically defined.
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3) To confirm the existing variability between images of
the same class we performed a 22 factorial design to
evaluate the influence of the distance metric and class
of images on the accuracy of the image retrieval process.

4) We performed a new comparative analysis between
the same four simple feature extraction algorithms
(Sampling-8, HSV, RGB, YUV) but now only in images
of the same class of images, this allowed a characteri-
zation of each of these algorithms.

A. Database used

We have used a standard database for testing, the WANG
database [6]. WANG database is a subset of 1,000 images
which form 10 classes of 100 images each. The images
classes are: 1) Africa; 2) Beach; 3) Monuments; 4) Buses; 5)
Dinosaurs; 6) Elephants; 7) Flowers; 8) Horses; 9) Mountains;
10) Food. Given a query image, it is assumed that the user is
searching for images from the same class, and the remaining
99 images from the same class are considered relevant and the
images from all other classes are considered irrelevant.

B. Environment

The tests were performed using a laptop Dell XPS 15
L502X, Intel Core i7-2670QM processor, 2.2GHz Turbo
Boost 2.0 of 3.1 Ghz, 6Mb Cache, 8 Threads, Windows
7 Professional 64-bit, 6 GB of memory, DDR3, 1333MHz
(1x2Gb+1x4Gb).

IV. RESULTS AND DISCUSSION

In this section, we describe a comparative analysis of four
feature extraction algorithms (Sampling-8, HSV, RGB, YUV)
and four similarity measures (Cosine, Euclidean, Manhattan,
Chessboard). We also analyse a combined approach of feature
extraction (Sampling-8 + HSV + RGB + YUV). The compar-
ative analysis is the evaluation of the runtime and accuracy of
these algorithms.

A. Determining the Sample Size

To carry out paired observations, the first step is to de-
termine the sample size for the results to have statistical
validity. The statistical formula for determining the sample
size considering the amount of preliminary observations (n),
the arithmetic mean (x), standard deviation (s) results, the
desired confidence (p), the error rate considered (r) and the
value of the student-t distribution related (for sample less than
30 observation) [7]:

Size(Sample) =

√
100 ∗ t[p;n−1] ∗ s

r ∗ x̄
(1)

Initially, all simple feature extraction algorithms (Sampling-
8, HSV, RGB, YUV) and the combined one was set to use the
cosine distance metric.

For the metric “Time”, we run 3 times for each image of
a specific class and applying the abovementioned formula we
found we had to run 9.85 times (10 times).

For the metric “Precision”, we run 10 times for each image
of a specific class and applying the abovementioned formula

we found we had to run 34.46 times (35 times). Therefore,
based on conservative statistical approach was adopted 35
observations as the sample size for paired observation.

B. Confidence Interval and Bonferroni Correction

After 35 replications, we calculate the confidence interval
for the “Time” (See Figure 1) and “Precision” (See Figure 2)
metrics with 99% of confidence to the four simple algorithms:
HSV, RGB, YUV, 8-Sampling.
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Fig. 1. Confidence interval for the metric “Time” with 99% confidence for
the four simple algorithms: HSV, RGB, YUV, 8-Sampling
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Fig. 2. Confidence interval for the metric “Precision” with 99% confidence
for the four simple algorithms: HSV, RGB, YUV, 8-Sampling

Our goal in this analysis is to make paired comparisons
of the “best simple algorithm” with “the combined approach
algorithm of the four algorithms”.

As we can see in Figure 1, the sampling-8 algorithm is
noticeably better than the other algorithms in relation to
the “Time”. But in relation to “Precision” (Figure 1), the
confidence interval for each of the algorithms has the mean
of another algorithm, so we can not conclude that they are
different.

To confirm that these algorithms are not really different from
each other we use the Bonferroni Correction that is a method
used to counter act the problem of multiple comparisons.
Bonferroni Correction tests each pair with a significance level

of
(
α

k

)
, where k is the number of comparisons and α is

the significance level. We choose a significance level of 10%
(Confidence Interval = 90%).

Bonferroni correction shows that Sampling-8, HSV, RGB,
YUV are not significantly different with defined confidence.
But Sampling-8 algorithm is faster, so, we choose the



Sampling-8 approach to compare with the Combined Ap-
proach.

C. Comparing Two Alternatives
In this subsection we show the results of paired observations

of the following algorithms:
• Algorithm combined (A): Sampling-8 + HSV + RGB +

YUV using cosine distance.
• Best single algorithm (B): Sampling-8 using cosine dis-

tance.
The analysis of paired observation is straightforward. The

two samples are treated as one sample of n pairs. For each
pair, the difference in performance can be computed. A
confidence interval (CI) can be constructed for the difference.
If the confidence interval includes zero, the systems are not
significantly different [7].

a) Paired observation - Time: In this analysis the confi-
dence interval does not include zero, so we can say that the
feature extraction algorithms are different with respect to time.
The sign of the difference indicates that the best algorithm was
Sampling-8 + Distance: Cosine.

A) Algorithm combined and B) Best single algorithm
• Confiance=80%, CI = [1265.39 , 1292.49]

b) Paired observation - Precision: In this analysis the
confidence interval does not include zero, so we can say that
the feature extraction algorithms are different with respect to
precision. The sign of the difference indicates that the best
algorithm was Algorithm Combined + Distance: Cosine.

A) Algorithm combined and B) Best single algorithm
• Confiance=80%, CI = [5.64 ,26.04]

D. One-Factor Experiments
One-Factor Designs are used to compare various alternatives

of a single categorical variable [7]. In our case, we compare
various distance metrics. A One-factor designs is only valid if
the lines do not represent any additional factor [7].

We collect 20 precision samples of the Sampling-8 algo-
rithm using 4 different distance metric (Cosine, Euclidean,
Manhattan, Chessboard). And we collect 24 precision samples
of the “Combined Approach” algorithm also using the same
4 different metric distance. These 44 observations composed
the data from distance metric comparison study. Just an image
of each class was used to measure the accuracy using the
Cosine distance, Euclidean distance, Manhattan distance and
Chessboard distance.

The allocation of variation of the One-Factor Design was:
• Percentage of variation explained by the metric: 12,67%.
• Percentage of experimental error: 87,33%.
We use the ANOVA Table [7] in the analysis of the distance

metric comparison study. The results show the F-Value of
1.93 and the F-Table (90-Percentiles) of 2.33 for the Distance
Metric. As we can see, the computed F-value is less than
F-table value and therefore we conclude that the observed
difference in the precision of image retrieval is mostly due
to experimental errors and not to any significant difference
among the Distance Metric.

E. Experimental Design

Images are very different from each other. There are several
pictures of Beach, Dinosaurs, so on. Our initial hypothesis is
that images richer in detail may be more difficult to recover
with precision. The reason for such a large variability due
to experimental error is that the image class should also be
considered as a factor, just as we did with the distance metric.

When we took only the first image of each image class, we
were saying that time and the precision (the metrics studied)
independent of the class. But actually depends. Let’s take a
look at the data shown in Table I.

TABLE I
EXAMPLE OF WIDE VARIATION IN PRECISION MEASUREMENT IN

DIFFERENT IMAGE CLASSES

Class Relevant Images Precision (%)
1) Africa 1 2
2) Beach 4 8
3) Monuments 5 10
4) Buses 2 4
5) Dinosaurs 50 100
6) Elephants 6 12
7) Flowers 45 90
8) Horses 6 12
9) Mountains 16 32
10) Food 1 2

Table I shows the precision measurement collection for the
“Sampling-8 + Distance: Cosine” algorithm. As we can see,
there is a wide variation between image classes (variation from
2 to 100 - 50 times higher). That was what we call 87%
of the experimental error. In other words, it is exactly the
intuition we found when we applied the One-Factor Design.
The variability between image classes is so great that what we
called of experimental error dominates.

In the next subsection (IV-F), we use a 2k Factorial Design
to show the effects of the intra-class variation.

F. 2k Factorial Design

A 2k experimental design is used to determine the effect
of k factors, each of which have two alternatives or levels.
This class of factorial design helps in sorting out factors in
the order of impact [7].

We use a 22 experimental design, a special case of a 2k

experimental design with k=2, to analyze the impact of two
factors (distance metric and image class) on two levels each.
The levels of distance metric are Cosine distance (level - 1)
and Manhattan distance (level + 1) and the levels of image
class are Class 1 (level - 1) and Class 5 (level + 1) (See
Table I). We chose classes 1 (Africa) and 5 (Dinosaurs),
because the precision measurements using the “Sampling-8
+ Cosine Distance” algorithm to ten classes of the WANG
dataset showed the Class 1 as the class with the worst average
precision and Class 5 as the class with the best average
precision.

As result, 2k Factorial Design shows that the total variation
is 2050.69, of which 2047.56 (99,85%) can be attributed to the
image class, only 2.40 (0,12%) can be attribuited to distance
metric, and only 0.72 (0.04%) can be attributed to interaction.



TABLE II
LEVELS OF DISTANCE METRIC AND LEVELS OF IMAGE CLASS USED IN

THE 22 EXPERIMENTAL DESIGN

Distance Class -1 (Africa) Class +1 (Dinosaurs)
Cosine (-1) 2,8 48,9
Cosine (+1) 5,2 49,6
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Fig. 3. HSV algorithm was better to recover images in ten images of
monuments

With these results we can conclude that the intra-class
variation is much more impressive than the distance metric.
In other words, more attention must be concentrated in this
factor in the CBIR process.

G. Workload Characterization

In order to test multiple alternatives under identical con-
ditions, the workload characterization should be analyzed in
detail [7]. To know the variability in a process, we used ten
images of the same class and measure the accuracy for each of
methods to check whether there was a significant intra-class
variation or not. The results are detailed below.

Categorization of HSV Feature Extraction: HSV (hue-
saturation-value) algorithm was better to recover monuments
pictures (see Figure 3). But HSV seems to be very sensitive to
particular image, although it is the best method to monuments.
We can see a sudden fall of precision from 18 to 8 (from
image 5.jpg to image 7.jpg) in Figure 3. The reason is because
the HSV algorithm is sensitive to light. HSV also was the
best algorithm to retrieve pictures of “Beach”, “Bus” and
“Elephants” of the WANG dataset.

On the other hand, HSV was to bad to recover pictures of
dinosaurs, because the images of dinosaurs have a controlled
environment and low illumination. HSV also was the worst
algorithm to retrieve pictures of “Africa”, “Flowers”, “Foods”,
“Horses”.

More Accurate Algorithm: The most accurate algorithm
was HSV (40% of the image classes). Sampling-8 was the
second best (30%). YUV was accurate in 20% of the image
classes. The worst was the RGB (10% of the image classes)
- it was unrepresentative (this is what the state of the art also
tells).

Final Observations: The type of analysis “The best algo-
rithm for each image type” is the knowledge of the system

who says. This is what we of visual pattern recognition (or
computer vision) know. Each algorithm will work best in a
given situation, environment, etc.

V. CONCLUSION AND FUTURE WORKS

In this paper, we have shown the comparative analysis of the
various feature extraction. We also propose an improvement
in image retrieval performance by combining these techniques.
The results showed that the algorithm proposed in this study
(Sampling-8) is faster than the combined approach, but the
combined approach is the most accurate approach.

Using a statistical study, we found that only 13% of the
variation was explained by the distance metric and 87% was
the percentage of the experimental error. A 22 Factorial Design
showed, for a sample collected, that the variation attributed to
the class is approximately 99.85%.

The comparative study showed that each algorithm will
work best in a given situation. So, we showed the algorithms
that have the best accuracy rate to retrieval images in the
WANG dataset and also present the reasons that possibly
caused these accuracy rate.

As future work we plan to use new distance metrics and
other datasets. We also plan to use the metric of entropy
(level of randomness). The idea is calculate the entropy of
the entire base, sorting by lower entropy to higher entropy.
Finally, use the 2k Factorial Design (Distance X Entropy) to
determine if the Entropy factor has a significant effect or if the
observed difference is simply due to random variations caused
by measurement error and parameters that were not controlled.
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