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Abstract. This paper evaluates NN and HMM classifiers applied to the handwritten word recognition problem.
The goal is analyse the individual and combined performance of these classifiers. They are evaluated considering
two different combination strategies and the experiments are performed with the same database and similar feature
sets. The strategy proposed takes advantage of the different but complementary mechanisms of NN and HMM to
obtain a more efficient hybrid classifier. The recognition rates obtained vary from 75.9% using the HMM classifier
alone to 90.4% considering the NN and HMM combination.

1 Introduction

The main objective of this work is to evaluate the perfor-
mance of Neural Networks (NN) and Hidden Markov Mod-
els (HMM) classifiers for a particular handwritten recogni-
tion problem. These are the main classifiers used in word
recognition tasks by several authors [1, 2, 3]. Preliminary
evaluation studies combining both classifiers in hybrid ap-
proaches have been reported [4, 5, 6]. However a more
detailed analysis is necessary to determine their potential,
either when considered individually or when combined.

NNs classifiers are well adequated to high dimensional
space problems that present complex interactions between
their variables, suggesting their aplication to handwritten
word recognition. The main characteristics of these classi-
fiers are a computation process that is inherently parallel,
possibility of hardware implementation and emulation of
the human learning process [7]. These classifiers exhibit
powerful discriminative properties and have been used for
handwritten recognition particularly with isolated charac-
ters, digits and words in small vocabularies [4].

HMMs have been applied intensively in the speech and
handwritten word recognition areas because it is a method
that uses probability measures to model sequential data rep-
resented by sequences of observation vectors [8]. Our in-
terest in HMMs lies in their potential to efficiently model
different knowledge sources. They correctly integrate dif-
ferent modeling levels (morphological, lexical, syntactical),
and also provide efficient algorithms to determine an opti-
mum value for the model parameters.

In this paper, we present and analyze the performance

of NNs and HMMs applied to handwritten word recogni-
tion. The application involves the recognition of the Por-
tuguese handwritten names of the months. This is an impor-
tant task since it constitutes a sub-problem of bank check
date recognition. Although this study deals with a limited
lexicon of 12 classes, there are classes that share a com-
mon sub-string, which can affect the overall system per-
formance: Janeiro, Fevereiro, Março, Abril, Maio, Junho,
Julho, Agosto, Setembro, Outubro, Novembro and Dezem-
bro.

Initially, the pre-processing operations applied to the
image database is presented in Section 2. In Section 3 the
NN scheme is presented, consisting of one implicit seg-
mentation procedure, followed by extraction of two differ-
ent kinds of features for the neural classifier. In Section 4
the HMM scheme is presented, including feature extraction,
topology and applied algorithms. In Section 5 the experi-
mental results are presented and analyzed, in order to deter-
mine the discriminating potential for each classifier. This is
done based on the recognition rates obtained, considering
each scheme individually as well as combinations of them.
Finally, this paper is concluded analyzing the overall per-
formance. Figure 1 shows a system overview.

2 Preprocessing

The preprocessing stage is used to reduce the effect of writ-
ing variability caused by different writing styles, particu-
lar writing characteristics and word slant. The operation
of baseline skew and slant correction inspired by [3] and
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Figure 1: Overview of the NN/HMM system.

smoothing applied at this stage are described next:� Slant Normalization - Corrects the characters average
slant, calculated from an inclinated projection profile.
This profile is obtained varying the inclination angle
with respect to the Y-axis from -60 to 60 degrees by
one degree steps, and calculating for each angle the
image histogram. Next the entropy for each histogram
is determined. The angle that produces the lowest en-
tropy is the desired correction angle. Finally, a shear
transformation is used to perform the correction.� Baseline Skew Normalization - Detects and corrects
the baseline skew of the word, calculated from hori-
zontal inclinated projection profiles of the images lower
contour. The profiles are obtained calculating the pro-
jected histogram for angles varying between -60 and
60 degrees with the Y-axis by one degree steps. As
in slant normalization, the angle that presents lowest
entropy is the skew angle. A shear transformation is
again applied to correct the images.� Smoothing - Eliminates imperfections in the word con-
tour, like speckles and cavities, producing a smooth
and continuous contour line using masks.

Judging by subjective visual inspection, the preproces-
sing applied produces good results in 99% of the images
forming the database. Figure 2 examplifies the results ob-
tained at this stage.

Figure 2: Example of pre-processing: (a) original image
and (b) preprocessed image.

3 NN Scheme

3.1 Implicit Segmentation and Feature Extraction

A limitation with neural classifiers is the need for a fixed
size input vector. To solve this problem an implicit seg-
mentation is performed by which each sample image is di-
vided in 8 sub-regions, as shown in Figure 3. This number
corresponds to the average number of letters in the lexi-
con words. For each sub-region ten patterns are defined��� ��� � ��� � �	� ��
 � �� � �� � ��� � ��� � �� � � ����� , thus forming a fea-
ture vector containing 80 patterns for each image. Another
requirement of the neural classifier are normalized input
patterns, implying that all components of the feature vector
need to be normalized accordingly with the features defini-
tion, as described in the next section.

Figure 3: Example of implicit segmentation.

Two different feature sets were determined based in
the classification system proposed by Madhvanath [9], a
perceptual and a directional feature set. They are described
next.

3.2 Perceptual Features

The perceptual features are considered high-level features
and their utilization is justified by the human reading pro-
cess, which uses features like ascenders, descenders and es-
timation of word lenght to read handwritten words [9].

To extract ascenders and descenders it is necessary
to determine the image reference lines. To do this, the
words horizontal projection histogram of black-white tran-
sitions (HT) is initially determined. The line with max-
imum histogram value is called Central Line (CL). After
this, a smoothing procedure is applied to eliminate histogram
discontinuities. The Upper (UL) and Lower (LL) Lines are
the ones above and below CL, respectively, with 70% of the
maximum histogram value. This percentage was obtained
heuristically by Freitas [1]. An example of this procedure
is presented in Figure 4.

The 10 patterns used in the perceptual feature set are:� � � - Ascender position: Position of the ascender cen-
tral pixel, normalized by the sub-region width;� � � - Ascender size: Height of ascender normalized by
the height of central sub-region;



Figure 4: Example of reference lines detection.

� � � � � 
 - Descender position and size: Same as de-
fined for ascenders, considering the descender sub-re-
gion;� ���

- Closed loop size: Number of pixels inside the clo-
sed loop normalized by the sub-region area. A closed
loop is defined as the region where from an internal
pixel a black pixel is always reached for any moving
direction;� � � � � � - Closed loop location: Coordinates of the closed
loop center of mass. The x and y coordinates are nor-
malized by the sub-region width and height, respec-
tively;� ��� � ��� - Concavity angles: Initially the convex hull
is constructed starting at the bottom-most point of the
boundary as shown in [10]. The leftmost and right-
most points in the hull are detected and the angles (rel-
ative to the horizontal) defined by the line segments
joining them to the starting point are measured. The
angles are normalized by 90 � ;� � ��� - Estimated word lenght: Number of transitions
(black-white) in the central line of the sub-region, nor-
malized by the total number of transitions in the cen-
tral line of the word. One transition is defined as the
background-foregroundor foreground-background tran-
sition outside of the closed loops.

When a pattern does not occurs in a sub-region it is
necessary to assign a value to represent this absence. The
zero value is not a good choice, because the occurrence
of many null patterns would degrade the NN performance.
Therefore, it was decided to assign unity value to indicate
absence of a pattern, the same value used when a given pat-
tern assumes value greater than 1.0.

3.3 Directional Features

The directional features can be considered intermediate-
level features, conveying relevant information about the im-
age background. In this paper, the directional features de-
fined are inspired by the idea of concavity measurements [10],
where for each white image pixel it is verified in each of

the main four directions (NSEW) if a black pixel can be
reached, as shown in Figure 5.

Depending on the number and combination of the open
directions the background pixels are labeled by the conven-
tion depicted in Table 1.

Figure 5: Example of directional features extraction.

Table 1: Convention used for the directional feature set.

Label Type
0 Closed in all directions
1 Open down
2 Open up
3 Open right
4 Open left
5 Open right and up
6 Open left and up
7 Open left and down
8 Open right and down
9 Open down and up

Label 9 is used to represent letters without ligature
strokes. The components of the feature vector

��� ��� � �	� � �����
 � ��� � ��� � �� � ��� � ��� � � ����� for each sub-region are obtained
by counting the number of pixels attributed to each label,
normalized by the sub-region area. When there are no pix-
els of some label, the corresponding value mapped to the
vector is 1.0.

3.4 Neural Classifier

The neural network (NN) used was of the MLP-type imple-
mented via the SNNS simulator program [13]. Each NN is
composed by 80 neurons in the input layer, one hidden layer
of variable size and 12 neurons in the output layer. Input
data is shuffled before presentation and the back-propagation
with momentum algorithm plus one update function for op-
timizing the adaptation weights were used for training. Train-
ing with validation was employed in order to avoid over-
learning. The error obtained in the validation set for each
training epoch was used as stop criterion.



4 HMM Scheme

4.1 Feature Extraction

Three zones are established based on the horizontal transi-
tion histogram: ascender, body and descender. The body of
the word is the area located between the UL and LL lines,
defined in Section 3.2. The features are extracted from
the word images and a pseudo-segmentation process is ap-
plied to obtain a sequence of corresponding observations, as
shown in Figure 6. A segment is delimited by two consec-
utive black-white transitions over the Central Line. A cor-
responding symbol is designated to represent the extracted
set of features for each segment, making up a grapheme.
Transitions that are found inside the loops of the word body
are not considered in this analysis. In case of no feature be-
ing extracted from the analyzed segment, an empty symbol
denoted by � is emitted.

Figure 6: Feature extraction: a) PFCCD and b) segmenta-
tion.

Figure 6-a ilustrates the PFCCD feature set based on
perceptual features, concavities and convexities deficien-
cies. It takes into account the concave and convex defi-
ciencies in addition to the perceptual features (ascenders,
descenders and loops). Concavities and convexities defi-
ciencies in the word body are extracted and labeled as pre-
sented in Parker [10] and extracted as shown in Figure 6-b.
These deficiencies are obtained by labeling the background
pixels of the input images [11]. The character # denotes
a separator between two graphemes. This feature set is a
classification capable of representing the ligature between
letters and separating graphemes made up of � , � , � and�

or,  , ! , " and # .

4.2 Word Recognition Method

The Hidden Markov Model (HMM) theory successfully has
been used to model handwritten variability. The theory of
HMM is beyond the scope of this paper. An excellent intro-
duction to this subject can be found in Rabiner & Juang [8].
Our interest in the HMM is due to its ability to efficiently
model different knowledge sources. It correctly integrates
different modeling levels (morphological, lexical, syntacti-
cal), and also provides efficient algorithms to determine an
optimum value for the model parameters.

Our word HMM models are based on a left-right dis-
crete topology (Bakis Topology), where each transition can
skip at most two states. The lexicon size allows one model
for each class (12 classes).

Model training is based on the Baum-Welch Algorithm
and the Cross-Validation process, as done by Rabiner &
Juang and El Yacoubi [8, 12]. The objective of the Cross-
Validation process is to monitor the general outcome during
the training process. It is done over two sets of data: train-
ing and validation. After the Baum-Welch Algorithm iter-
ation on the training data, the likelihood of the validation
data is computed using the Forward Algorithm [8]. The
training process computes$%'&)( "+*-, ( �.��/0� %.1 243 � # &65 �8797:79�<;=�<� (1)

where
$%

is the reestimated model,
2>3

are observation se-
quences in the training database and

/0� %?1 2A@ � is the proba-
bility of observation sequence

2
given model

%
.

During the experiments, the matching scores between
each model

% 3
and an unknown observation sequence

2
are

carried out using the Forward Algorithm, as following:/0� 201 %�B � &C( "+*-, ( �?�D/0� 201 % 3 �<� (2)

where
% B

is the model for the recognized class.

5 Experimental Results

This section describes the characteristics of the used database
and presents the results obtained with the schemes described,
individually and combined.

5.1 Database

To develop the system it was necessary to construct a database
that can represent as well as possible the different styles of
handwriting present in the Brazilian Portuguese language.
This was done by collecting 500 samples of each month
name, from writers of different levels of education. Each
writer was asked to fill a specific form where the word cor-
responding to each month name would be written once. No
restrictions were imposed regarding writing style and no
handwritten models were provided, which resulted in a very
heterogeneous database. The words were digitized using a



scanner set to 200 DPI. Figure 7 illustrates some samples
from this database.

Figure 7: Sample images from the database.

The complete database has a total of 6000 words, 500
for each class. For the experiments it was randomly split
into three data sets: Set 1 - Training Base with 3600 words
(60% of the total); Set 2 - Validation Base and Set 3 - Test-
ing Base, both with 1200 words (20% of the total, each).
For each set, the words are evenly distributed among the
classes.

5.2 Results with Individual Schemes

For each feature set presented in Section 3, one NN is trained
and tested. The class that presents the maximum output
value is the class recognized. The quantity of neurons in
the hidden layer is empirical, different configurations being
tested. The best results were obtained using 75 and 80 neu-
rons for perceptual features (NN-P) and directional features
(NN-D), respectively. The HMM Scheme was evaluated
with the same samples used in NN Scheme and for each
class one model was trained and validated. The model that
assigns maximum probability to one test image represents
the class recognized. Table 2 shows the results obtained
for each scheme individually. It can be seen that the best
results were obtained using the NN Scheme with the per-
ceptual feature set. Tables 3, 4 and 5 show the confusion
matrix obtained for each feature set.

Table 2: Average recognition rate obtained for each scheme
individually.

Set Recognition rate
Perceptual (NN-P) 81.8 %
Directional (NN-D) 76.6 %

HMM 75.9 %

5.3 Results with Combined Schemes

To evaluate the combined potential of the NN and HMM the
individual networks outputs (considering both feature sets)
and the estimated probability for each model were com-
bined.

The probability
/0� 201 % 3 � has small values ( E 5GFIH �

)
which can affect the combination outcome since the order
of the networks output values is E 5+F�H �

. To deal with this
problem a normalized probability was calculated for model% 3

: /KJ	� 201 %�3 � & /0� 201 %-L �M L /0� 201 % L � (3)

Let N � !PO �<Q 3 � denote the output of neuron !RO associ-
ated with class S given feature vector Q of classifier # andT &U5 �WVI�<XY7G787Z� S denote a set of word classes.

Using this definitions, two combination strategies have
been considered:� Combination by average: The value assigned to each

class is the average of the neural networks outputs and
the normalized probability of that class.

[�\^]`_	acb�de_�fhg.ijlk�m	n�oprqIstijlk�m�n�ovu+q�sxw \ j�y{z |-m�q} ~
(4)

where S J is the recognized class and Q 3 �<Q�� are differ-
ente feature sets.� Combination by multiplication: The value assigned to
each class is the product of the neural networks outputs
and the normalized probability for that class.[ \ ]`_�a8b�d�_	f j�ijlk�m�n�o�pDq.�0ijlk�m�n=ovu+q.�ew \ j�y{z |-m+q�q (5)

The average recognition rates obtained considering dif-
ferent scheme combinations are presented in Table 6. The
best result was obtained using combination by multiplica-
tion of HMM, NN-P and NN-D. The confusion matrix to
this result is presented in Table 7.

Table 6: Recognition rate obtained using hybrid ap-
proaches.

By averaging By multiplication
Sets Rec. Rate(%) Rec. Rate (%)

NN-P and NN-D 87.2 87.0
HMM and NN-P 88.1 88.7
HMM and NN-D 87.0 87.6

HMM, NN-P and NN-D 90.2 90.4



Table 3: Confusion matrix for NN and perceptual feature set (NN-P).

Month J F M A M J J A S O N D
Janeiro 75 10 2 1 2 4 4 2

Fevereiro 7 77 1 1 5 1 2 1 4 1
Março 1 84 5 4 1 1 2 1 1
Abril 1 3 88 2 1 2 1 1 1
Maio 2 1 2 82 6 1 2 2 2
Junho 3 1 1 1 82 4 2 2 2 1 1
Julho 2 3 6 87 1 1

Agosto 1 2 2 1 2 88 1 3
Setembro 1 3 1 1 1 4 76 6 4 3
Outubro 3 3 3 1 5 85

Novembro 1 1 2 3 2 6 1 82 2
Dezembro 3 2 1 1 3 1 3 1 5 4 76

Table 4: Confusion matrix for NN and directional feature set (NN-D).

Month J F M A M J J A S O N D
Janeiro 74 10 1 2 5 2 2 3 1

Fevereiro 8 77 4 1 3 2 1 2 2
Março 2 86 1 3 2 3 1 2
Abril 1 1 89 5 1 1 1 1
Maio 1 2 2 78 3 1 2 2 5 2 2
Junho 5 1 1 69 14 1 2 2 4 1
Julho 1 1 1 3 17 65 3 1 5 2 1

Agosto 2 3 3 1 2 79 1 9
Setembro 1 3 1 1 3 1 64 19 6 1
Outubro 2 1 2 1 13 79 2

Novembro 2 1 2 3 1 4 86 1
Dezembro 4 3 1 8 3 5 2 74

Table 5: Confusion matrix for HMM scheme (HMM).

Month J F M A M J J A S O N D
Janeiro 72 13 1 1 5 2 2 2 1 1

Fevereiro 9 75 3 1 5 3 2 2
Março 3 3 80 3 6 1 3 1
Abril 14 82 1 3
Maio 10 1 6 2 67 10 1 1 1 1
Junho 3 2 4 3 75 3 2 3 1 4
Julho 4 2 7 1 4 80 1 1

Agosto 4 5 1 80 2 8
Setembro 1 1 1 5 2 5 4 61 8 4 8
Outubro 1 1 2 2 1 5 87 1

Novembro 1 1 5 1 17 1 70 4
Dezembro 1 1 1 1 3 2 4 3 1 1 82



Table 7: Confusion matrix for HMM, NN-P and NN-D combined by multiplication.

Month J F M A M J J A S O N D
Janeiro 86 7 1 3 2 1

Fevereiro 7 87 1 1 1 1 1 1
Março 1 92 1 3 1 1 1
Abril 1 96 2 1
Maio 2 91 3 2 2
Junho 1 2 94 1 1 1
Julho 1 1 3 7 88

Agosto 2 1 3 1 1 91 1
Setembro 1 2 1 86 9 1
Outubro 1 3 96

Novembro 1 1 1 1 1 5 89 1
Dezembro 1 1 2 1 2 2 2 89

5.4 Error Analysis and Discussions

To investigate the discriminative potential of classifiers, the
tables 3, 4 and 5 are analyzed considering the classes grouped
in clusters, defined by the presence of a common sub-string:� Janeiro-Fevereiro: The results show that most of the

confusion for these classes happened between them-
selves for both classifiers.� Março-Maio: Despite the similarity of the words, con-
fusion is relatively low for this pair, likely due to the
descender in Março. However, when the NN-D set
are considered the word � ( #�� produces considerable
confusion with several other classes. The same hap-
pens to the HMM classifier which yields high con-
fusion occurs between � ( #�� and both � ( !P�G#r"�� and�� ��D��� .� Junho-Julho: The main confusions for these classes
occur between themselves for the NNs classifiers, mainly
for set NN-D. Considering the HMM scheme, the same
is not true since this confusion occurs for several classes,
specially between �� ��D��� and �A��"�#�� .� Abril-Agosto: These words have no similarities, thus
the occurrence of confusions between them is low. For
NNs classifiers the word �A�Z"+#�� , shows no confusion
with any specific class. However, for the HMM there
is an high level of confusion between �>��"�#�� and � ( !P�G#r"�� .
For ��*-��� ; � a high level of confusion with �������+,���"��
can be observed for both NN-D and HMM classifiers.� Setembro-Outubro-Novembro-Dezembro: The main
confusions for those words are among themselves, mainly
between ��� ; �G,x��"�� and

2  ;  ���"�� for the NN-D clas-
sifier and a high confusion between ����S��+,x��"�� and��� ; �G,x��"�� for the HMM.

This analysis shows that the main problems consider-
ing both classifiers occurs generally between classes in the

same cluster, i.e., classes that present a common sub-string.
The individual results shows that to this application the neu-
ral classifier presents a better input-output mapping than the
HMM.

Comparing the confusion matrices for individual clas-
sifiers with that of the best combination result presented in
Table 7, an improvement in recognition is noticeable for al-
most all classes. This is mainly true for classes Q �+S��+"��+#�"�� ,�� !R��� , ��� ; �+,���"�� , 2  ;  ���"�� and �������+,x��"�� . This result
shows that different classifiers when combined in a hybrid
approach can yield an improved recognition rate. This can
be observed considering combination of NNs alone and also
occurs when combining NNs with HMMs. Examples of
misclassification produced by the best combination of clas-
sifiers are shown in Figure 8.

(a) (b)

(c) (d)

Figure 8: Examples of misclassification:(a) Janeiro clas-
sified as Fevereiro, (b) Julho classified as Junho, (c)
Fevereiro classified as Julho and (d) Setembro classified
as Fevereiro.



6 Conclusions

We have verified the efficiency of combining NN and HMM
classifiers for handwritten word recognition. This evalua-
tion was made using NN and HMM schemes with similar
feature sets, therefore the results are influenced mainly by
the classifiers performance.

The results show that the classifier with the best in-
dividual performance is the NN. The difference in perfor-
mance is probabily due to the distinct model generation
technique used by the classifiers. While NNs train all classes
and search an optimum solution for separating them, the
HMM trains individual models for each class, without shar-
ing information between them. However, the supremacy of
NN only occurs in problems that have a limited lexicon, be-
cause a high number of classes is prejudicial to the training
process, degrading the overall performance.

The main conclusion obtained is that the analyzed clas-
sifiers are complementary and the combination procedure
proposed enhances their complementary. Our future work
will focus on the analysis of rejection mechanisms for both
classifiers.
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