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Abstract. The purpose of this paper is to present a system for the analysis and classi�cation
of Synthetic Aperture Radar (SAR) images. This system, unlike most of its competitors, allows
a careful modeling of the statistical properties of the data beyond the usual Gaussian hypothesis.
The modeling tools include basic descriptive measures and the choice of suited distributions,
through goodness-of-�t tests, to model the data. The classi�cation tools o�er the choice between
pointwise and contextual (Markovian) techniques, and the quantitative assessment of the quality
of the results. The system is goal-driven, and its interfaces are solely based on pull-down menus;
the user is prompted with the correct sequence of operations, whenever an invalid option is
invoked. An example of the use of this system for the classi�cation of a SAR image is presented.
Keywords: classi�cation, image, interface, radar, SAR, speckle, system.

1 Introduction

Synthetic Aperture Radar (SAR) images are gen-
erated by either airborne or satellite active sensors
operating in the microwaves range. These images
can be obtained at any time since the sensor car-
ries its own source of illumination, and they pro-
vide information that may not be present in optical
images. This last feature is due to the wavelength
the system operates, that allows the retrieval of in-
formation about microtexture, moist content, relief,
among other characteristics of the target.

Over the last few years, a variety of SAR sen-
sors has become available (ERS-1, JERS-1, RA-
DARSAT), and new ones are being planned. In or-
der to extract the information from these images in
a fast and precise manner, it is necessary to develop
automated tools for image processing and analysis.
One of the most useful techniques is the automated
classi�cation, that transforms data into maps based
on certain similarity properties.

Although several classi�cation techniques are

available in image processing softwares, few of them
are adequate for the particular problems arising in
SAR images. Those techniques are usually based on
statistical models for the data, and most of them as-
sume that the data are Gaussian, an assumption sel-
dom observed in SAR images. The statistical prop-
erties of SAR images depend on sensor parameters
(wavelenght, polarization, view angle), number of
looks, type of detection, etc., as well as on the tar-
get parameters.

Though the SAR literature informs which are
the distributions that should be used for the mod-
eling of these data, there are no systems that use
this information to provide easy-to-use classi�ca-
tion algorithms, to the knowledge of the authors of
this paper. The use of these distributions, besides
providing the correct statistical framework for the
data, carries valuable information since they pro-
vide evidence about the roughness of the target.
This roughness, which is related to texture, can be
used to discriminate di�erent targets, either natural



or man-made, such as forest and urban regions.
It becomes necessary, then, the development of

new statistical classi�cation tools speci�c for radar
images, and the implementation of these tools on a
user-friendly system.

The objective of this work is to present a sys-
tem developed at the National Institute for Space
Research (INPE) for the classi�cation and analysis
of SAR images. The system is based on the statisti-
cal properties of multilook monospectral amplitude
SAR images [8], and it was implemented within the
ENVI system. The classi�cation is performed using
the Maximum Likelihood and the Iterative Condi-
tional Modes (ICM) classi�ers, using appropriate
distributions for SAR data. Those distributional
properties are presented on Sec. 2. The context
modeling and the ICM algorithm are discussed in
Secs. 3 and 4. The system tools are presented in
Sec. 5. An example of the use of this system for
classifying a JERS-1 image is given in Sec. 6.

2 Statistical models for SAR data

The knowledge of the distributional properties of
SAR data is essential for extracting meaningful in-
formation from these images. These properties are
very important, for instance, in the development of
special tools for classi�cating, �ltering, and simu-
lating SAR data. Several distributional properties
from SAR data arise naturally by assuming the mul-
tiplicative model, which states that the radar return
Z is the product of two independent random vari-
ables: one modeling the terrain backscatter (X) and
the other modeling the speckle noise (Y ). Di�erent
distributions for X and Y lead to di�erent distribu-
tions for the return.

In [4] it was proposed the use of the Square
Root of the Generalized Inverse Gaussian distri-
bution to model the amplitude backscatter X . A
random variable X is said to have this distribu-
tion, with parameters �,  and �, denoted by X �
N�1=2(�; ; �), if its density is

fX(x) =
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where K� denotes the modi�ed Bessel function of
the third kind and order �. The parameters space
is given by8<

:
 > 0; � � 0 if � < 0;
 > 0; � > 0 if � = 0;
 � 0; � > 0 if � > 0:

(1)

The statistical properties of the speckle are well
known [4, 7]. For multilook amplitude data the
speckle has the Square Root of Gamma distribu-
tion with parameter n, denoted by Y � �1=2(n; n),
where n is the equivalent number of looks. In this
case the density of Y is

fY (y) =
2nn

�(n)
y2n�1 exp(�ny2); y; n > 0:

It can be proved [4] that if X � N�1=2(�; ; �),
if Y � �1=2(n; n) and if X is independent of Y
then Z = X � Y is distributed according to the G-
Amplitude distribution with parameters �, , � and
n, denoted by GA(�; ; �; n). Its density is
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and the parameters space is given by (1).
The GA distribution has as special cases the

following distributions:

1. the KA(�; �; n) distribution, when  ! 0 with
�; � > 0. Its density is

fZ(x) =
4�nx

�(�)�(n)

�
�nx2

�(�+n)=2�1 �
�K��n

�
2x
p
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�
; �; �; n; x > 0; (2)

2. the G0A(�; ; n) distribution, when � ! 0 with
��;  > 0, with density

fZ(x) =
2nn�(n� �)��x2n�1

�(n)�(��)( + nx2)n��
;

��; ; n; x > 0: (3)

3. the �1=2 distribution, which may come from (2),
when �; � ! 1, with �=� ! �1, or from (3),
when ��;  !1, with ��= ! �2.

These relations are summarized in Fig. 1.
It was observed [4] that the G0A distribution is a

good model for extremely heterogeneous data, while
the KA e �1=2 are usually employed to model het-
erogeneous and homogeneous data, respectively.

The degree of homogeneity, when seen within
the framework of these distributions, can be asso-
ciated to the values of their parameters. This ho-
mogeneity, as previously stated, depends on target
characteristics, on the particular sensor used and on
the processing of the data.
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Figure 1: Relationships among some distributions arising from the multiplicative model for amplitude
data.

Several other distributions are also useful in the
modeling of radar data as, for instance, the Log-
Normal, Beta and Weibull [8, 10]. However, they
do not arise from the multiplicative model and the
interpretation of their parameters is not straightfor-
ward.

The system presented in this paper allows the
de�nition, for each class, of the appropriate distri-
bution for the respective data. A �2 goodness-of-�t
test is o�ered to help the user in this task. The
parameters of the distributions are estimated using
the Maximum Likelihood or the Moment Estima-
tors, when the former is di�cult to implement.

3 Context and the Potts-Strauss model

The use of Markov random �elds for the parametric
modeling of context dates back to the 70s, but their
use became widespread after [5].

Markov random �elds are a multidimensional
extension of the index of Markov chains, where the
concept of future given past is transformed into spa-
tial conditioning. The interest in this kind of distri-
butions dates back to the beginning of the century,
since the well-know Ising model for magnetism is
one of its most famous particular cases. The reader
is referred to [6] for details about these distribu-
tions, and to [1] for additional information about
their use in image analysis. For the purpose of this
paper, it will su�ce to de�ne the underlying distri-
bution for the classes: the Potts-Strauss model.

Denote � = [�s]s2S a particular con�guration
of classes, with S the set of coordinates of the image.
Within this context � will be regarded as the out-
come of a random variable de�ned asW: 
 �! �S ,
where 
 is a sample space, � = f�1; : : : ; �`g is the

set of all possible classes for each pixel, and �S is
the set of all possible maps (completely classi�ed
images).

Markov random �elds are speci�cations of prob-
abilities to every � 2 �, satisfying some mild con-
ditions. If these probabilities are \well chosen",
they may model spatial interaction by associating
higher (lower, resp.) probability values to more
(less, resp.) ordered maps. For the de�nition of
the techniques embedded in the system here con-
sidered, these probabilities depend on � and on a
single real parameter �.

If the random variable W obeys the distribu-
tion induced by the speci�cation

Pr (W = �) = Z�1� exp

�
�
X
hs;ti

1�t(�s)

�
; (4)

where Z� is a normalizing constant, 1A denotes the
indicator function of the set A, and hs; ti denotes
that coordinates s and t are neighbours, then it is
said that W obeys the Potts-Strauss model with
parameter �. It is important to notice that, for
every � > 0, this model favours those con�gurations
that exhibit clusters of same-class pixels.

Once de�ned this distribution, it can be used
as the prior for the classes in a Bayesian framework.
Every class � 2 � will be associated to a certain type
of target, whose return will be characterized by one
of the distributions presented in Sec. 2. Using the
Bayesian language, the distributional properties of
observed data are speci�ed given the classes and
these, in turn, obey the Potts-Strauss model. For
a discussion of the possible ways to obtaining esti-
mators of � (the true class con�guration) given the
image z = [zs]s2S , the reader is referred to [1]. The



system here presented implements one of these esti-
mation techniques: the ICM (Iterated Conditional
Modes) algorithm.

4 Classi�cation with the ICM algorithm

Assuming that the classes can be described by the
Potts-Strauss model, the problem is obtaining an
estimator of the true class con�guration � given the
observation of the image z assuming that Zs j �s
obeys one of the aforementioned distributions for
the return.

The ICM algorithm consists of the iterative im-
provement of the classi�cation of the coordinate s,
using the information of its observed return zs and
the classes of its neighbouring pixels. Denote b�(k)
the classi�cation at iteration k � 0. That improve-
ment comes from the substitution of b�s(k) by the
class � 2 � that maximizes the likelihood given by

L(�) = f�(zs) � exp
�
�#ft 2 @s: b�t(k) = �g�; (5)

where f� is the density of the random variable as-
sociated to the return of class � and @s is the set of
neighbouring coordinates of site s.

The �rst term in Eq. 5 is calledmaximum likeli-

hood criterion, and clearly depends on the observed
return zs and on the density associated to the return
from class �. The second term, that depends on the
observed classes around s and on the parameter �,
is known as contextual criterion; it is derived using
Eq. 4. The former favours the class whose density
is maximal in zs, while the latter favours the most
frequently observed class in @s. This algorithm con-
verges to a local minimum of Pr�(� j z).

The parameter � balances the relative inuence
of these terms, having the following important par-
ticular cases: (i) The Maximum Likelihood (ML)
classi�cation when � = 0, and (ii) Local modes,
when � ! 1. This parameter is not known, and
one solution to this problem is the use of a pseudo-
likelihood estimator b� (based on the data) to replace
� in Eq. 5.

This estimator, when #@s = 8 (the choice of
the presented system), is the solution of an equation
involving 67 terms. Each term involves the count-
ing of times certain local con�gurations occur and
a rational function of polynomials of exponentials.
Details can be seen in [8]. This estimation is up-
dated every time a new con�guration is generated.

This algorithm was implemented to stop when
the �rst of the following criteria (stipulated by the
user) occurs: (1) the number coordinates that dif-
fer from b�(k) to b�(k + 1) is smaller than a certain

value (the minimum number of changes), or (2) the
number of iterations k surpasses a certain quantity.

5 The system

The system described in this paper was implemen-
ted in a semiautomatic way within the ENVI sys-
tem [2], using its capabilities. The procedures were
developed using a goal-driven approach to the prob-
lem and, thus, the user is prompted with the neces-
sary intermediate steps whenever he/she attempts
to perform an invalid option. The main procedures
added to ENVI are presented below.

5.1 Equivalent number of looks estimation

This set of routines allows the estimation of the
equivalent number of looks n. This procedure is
usually one of the �rst used during the classi�cation,
since n is one of the parameters of the distributions
arising from the multiplicative model (Sec. 2). This
parameter is estimated only once for the the whole
image using samples selected over homogeneous re-
gions [10], that is, samples from a �1=2 distribution.

Several samples may be selected, and a �2 good-
ness-of-�t test for this distribution is performed for
each sample. The samples with low likelihood of be-
longing to the �1=2 distribution (low p-values) may
be discarded, and the �nal estimative is computed
as the mean of the remaining estimated values. The
user has the option of decorrelating the sample (i.e.
resampling in lines and columns) before applying
the test. On Figs. 2, 3 and 4 the interfaces of the
system for the selection of samples, for the �2 test
and for the estimation of n, respectively, are shown.

5.2 De�nition and modeling of classes

The �rst step for the classi�cation is de�ning the
number of classes that the map will have; a color
and a name are associated to every class. The sys-
tem then asks for the �le containing the coordinates
of pixels that will be used for representing each class
(training step).

Once the classes and their representative �les
are de�ned, the user is prompted to choose the dis-
tribution for each class. To help the user in this
task, a �2 goodness-of-�t test for the following dis-
tributions may be performed: �1=2, KA, G0A, Gaus-
sian, Restricted Normal [9], Log-Normal and Wei-
bull. The user has the option of decorrelating the
samples before the �2 test and/or before parame-
ter estimation. The result of this testing procedure



includes a descriptive analysis of the sample, the es-
timatived parameters of the distributions, and the
p-values of the �2 test, as seen in Fig. 5.

After the analysis is performed for all classes,
the system shows an interface with the most suited
distributions (Fig. 6). The user has the option of
changing the distribution selected by the system by
simply clicking his/her own choice.

To the knowledge of the authors, no other sys-
tem provides such a wide variety of distributions
and statistical techniques for image classi�cation.

5.3 Classi�cation procedure and assessment

After selecting the distribution for each class, the
system performs de Maximum Likelihood (ML) and
the ICM classi�cations. The ICM may start from
any previous classi�cation, being the default the
ML. The result of either ML or the ICM classi�ca-
tion is an thematic image, being the colour of each
class as de�ned in Sec. 5.2.

The ICM algorithm is also available for multi-
variate Gaussian distribution, since it is a common
hypothesis for multispectral optical images.

It is noteworthy that the user is only required
to choose among distributions (and that he/she is
aided with graphical and quantitative information
to do this) to produce a contextual classi�cation
which is based on Markov random �elds, pseudolike-
lihood estimation and on the multiplicative model.
In this manner, the whole strength of statistical im-
age modeling is put at the user's �ngertips but hid-
ing its intrinsic complexities.

The result of the classi�cation can be evaluated
with the confusion matrix, which is obtained using
test samples from each class and the � coe�cient of
agreement [3].

6 Case study

The original image used is a JERS-1 image, L-HH
band and polarization, amplitude data, three nom-
inal looks and resolution of approx. 20m, obtained
on 9/26/96. This image was degraded by taking the
square root of the average of four pixels in intensity.
The area of interest is of size 1950� 995 pixels, and
a 227� 134 part of it is presented in Fig. 7 (a).

The image is from the surroundings of the Ta-
paj�os National Forest, Par�a, Brazil. In this site,
several forest areas have been cleared an converted
into pasture and agricultural �elds or abandoned.
For the latter the vegetation is presently under re-
generation by secondary successsion.

The classes of interest are primary forest (pf),
new secondary forest (nsf: areas with less than about
7 years of regeneration), and areas with recent activ-
ities (ra: bare soil, pasture and agricultural areas).
Areas with old secondary forest, although present
in the area under study, were not considered. The
reason for this is that the L-HH band-polarization
is not suitable for the discrimination between forest
and old regeneration, as observed in [11]. As pre-
sented in that work, L-HV band and polarization is
a better suited con�guration for studies of this kind,
but there are no available satellites operating in this
mode presently. The error due to the misclassi�ca-
tion of the old regeneration is not considered here.

The equivalent number of looks was estimated
as 4.76 (see Fig. 4), using samples selected from ho-
mogeneous areas. The training samples from each
class were carefully selected using �eld information
and a Thematic Mapper (TM/LANDSAT) image
dated from 8/25/96. The training samples were of
sizes 49474 (pf), 1261 (nsf), and 2342 (ra) pixels,
and these samples were decorrelated by a factor of 2
in both directions, after analysing the estimated au-
tocorrelation functions of the data from each class.
The best �t, using the �2 criterion, were obtained
with the G0A (nsf), and the Log-Normal (pf and ra)
distributions.

The ML and ICM classi�cations were obtained
under the assumption of those distributions, as well
as under the Gaussian assumption in order to assess
the e�ect of the correct modeling on the classi�ca-
tion results. The ICM started with the ML classi�-
cation, with 1% of changes or 100 iterations de�ned
as the stopping rule. Fig. 7 (b) and (c) show the
ML and ICM classi�cations, where primary forest
is depicted in cyan, new secondary forest in yellow
and recent activities in magenta. Table 1 presents,
for each classi�cation, the estimated values of � and
their estimated variances s2�̂, using test samples of
sizes 154926 (pf), 2599 (nsf) and 3907 (ra) pixels.

Those �̂ are di�erent at any practical signi�-
cance level. The confusion matrixes of every clas-
si�cation (not shown here) show that major source
of error is due to the erroneous classi�cation of sec-
ondary forest as primary forest. This misclassi�ca-
tion can be explained by the wide intra-class vari-
ability and the small inter class variability observed
in [11] for this band-polarization pair.

From Table 1 it can be concluded that: (i) the
ML and ICM classi�cation techniques perform bet-
ter under the Best Fit than under the Gaussian
model (the improvement is of approximately 56%



Classi�cation �̂ s2�̂
Gaussian ML 0.072 6:41� 10�5

Best Fit ML 0.112 11:17� 10�5

Gaussian ICM 0.289 28:15� 10�5

Best Fit ICM 0.666 93:56� 10�5

Table 1: Estimated values of the coe�cient of agree-
ment (�̂), and their estimated variances (s2�̂).

for ML and 130% for ICM); and (ii) there is a dras-
tic improvement when the ICM algorithm is used
instead of the ML (of about 495% under the Best
Fit). This was previously observed, for a variety of
sensors and processing techniques, in [8].

7 Conclusions and extensions

In this work a system for the statistical analysis
and classi�cation of SAR images, embedded within
the ENVI system, was presented. This system is
friendly and goal-driven, and it exhibits capabilities
not found in commercial softwares. Users unfamil-
iar with statistical modeling of speckled data are
aided by graphical tools, and no knowledge about
Markov random �elds is required to use the Marko-
vian classi�cation technique here developed.

The use of a detailed, though automated, sta-
tistical analysis of the data yields to two important
consequencies in SAR image classi�cation: (i) prop-
erties about the target can be derived from the es-
timated parameters of proper distributions; (ii) the
classi�cation is improved by the use of the best �t
distribution in every class.

The use of a contextual algorithm, based on a
Markovian modeling of the classes for the improve-
ment of classi�cations, produced signi�cantly better
results at the only expense of computational time,
since every parameter in the present implementa-
tion of the ICM algorithm is estimated from the
data.

It is, therefore, strongly suggested the use of a
system like the one here presented in the analysis
and classi�cation of speckled images. Polarimetric
distributions are now being added to the system.
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Fig. 3: Interface for the χ2 goodness-of-fit test of a candidate area for the estimation of the equivalent
number of looks.

Fig 5: Interface with the result of the testing procedure for one class.



  

Fig 7: (a) Original JERS-1 image; (b) Best Fit ML classification; (c) Best Fit ICM classification.

Fig 2: Interface for the selection
of samples to estimate the
equivalent number of looks, with
candidate areas in red.

Fig. 6: Interface for the choice of
the distribution for each class,
showing the choice based on the
Best Fit.

Fig 4: Interface for the estimation
of the equivalent number of looks.


