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Abstract 1. Introduction
The choice of a color model is of great importance The choice of color systems is of great importance
for many computer vision algorithms. However, there for the purpose of some computer vision algorithms.
are many color models available; the inherent No color space can be considered as universal becau
difficulty is how to automatically select a singlelor color can be interpreted and modeled in differeaysy
model or, alternatively, a subset of features from It is possible that several color spaces are eggalbd
several color models producing the best resultdor candidates or that different color channels harrelai
particular task. To achieve proper colors composent properties (for instance, both V and G channeloéac
selection, in this paper, it was proposed the ube o the intensity information for green colors). In dbe
wrapper method, a data mining approach, to obtain cases, the subsequent question is how to comblioe co
repeatability and distinctiveness in segmentation spaces or color channels [10].
process. The result was compared with neural ndéwor  Color systems have been developed for different
method and yields good feature discrimination. The purposes, such as, display process (RGB), color
method was verified experimentally with 108 images uncorrelation ({l.l3), perceptual uniformity (L*a*b*),
from Amsterdam Library of Objects Images (ALOI) intuitive description (HSV) and others. With th&de
and 10 aerial images with different photometric variety of color systems, the inevitable questioses
conditions. Furthermore, it has shown that the colo which color system to use for which kind of image
model selection scheme provides a proper balanceapplication. To this end, criteria are requireatassify
between color invariance (repeatability) and the various color systems for the purpose of coemput
discriminative power (distinctiveness). vision applications. Firstly, an important criterias
that the color system is independent of the undegly
imaging device. This is required when images are



recorded by different imaging devices such as camer

wrapper method described by [5], [6] e [7] using

Another requirement is that the color system should training samples.

exhibit perceptual uniformity meaning that numerica

distances within the color space can be related toperformance of the color

human perceptual differences. This is importantrwhe

two criteria are used to assess the
feature detectors: 1)
(repeatability) they should be invariant (stableper

Further,

images are retrieved from databases which should bevarying viewing conditions, such as illumination,

visually similar. Also, the transformation needem t
compute the color system should be linear, singe no
linear transformation may introduce instabilitiegthw

respect to noise causing poor accuracy when congatri

shading, highlights, and 2) (distinctiveness) thleguld
have high discriminative power. It has been shdvat t
there exists a trade-off between color invariantiel®
and their discriminative power [9], [10]. For a

to each other. Moreover, the color system should beparticular computer vision task that assumes origmna
composed of color models which are understandabledifferent light sources, color models should beskd,

and intuitive to the user. Moreover, to achieveusib
and discriminative image patterns color invariaiscan
important criterion. Two recordings made of the eam
object from different viewpoints will yield differs
shadowing, shading and highlighting color will
drastically change the photometric content of insage
even when they are taken from the same object. éjenc
a proper computer vision application should be sbbu
to imaging conditions discounting the disturbing
influences caused by different viewpoints, objexsgs
or illumination. In Table 1 it is shown a summarfy o

which are invariant (only) to these few light sasc
resulting in an augmentation of the discriminative
power of the algorithm.

Therefore, the aim is to automatically select color
models to arrive at a proper balance between color
invariance (repeatability) and discriminative power
(distinctiveness).

The paper is organized as follows: in Section 2,
sample images sets are presented. In Sectioni8, it
described the wrapper method and Weka workbench.
In Section 4, the experiments are described and the

color systems taxonomy typically used to select theresults and discussions are presented in Section 5.

proper color system for specific applications [1].

Table 1: Overview of the dependencies differentiated

Finally, the conclusions are given in Section 6.

2. Sample Image Set

for various color systems. + denotes satisfied The obtained sample sets are referred to set sand

conditions; — denotes unsatisfied conditions.

RGB | L*a*b* | Iyl,ls |H| S | V

Device - + - - - -
Independent

Perception - + - - - -
Uniform

Linear + - +

I ntuitive

View Point - - -

+ |+ |+
'

Object Shape - - -

Highlights - - -

+ |+ [+ ]|+ ]+

+ |
!

Ium. - - -
Intensity

Ilum - - - - -] -
SPD*

* spectral power distribution (SPD)

In this paper, the aim was selecting a subset lof co

components using data mining approach. Feature
selection has been used in computer vision wheee on

or more visual features are chosen from a giveralini
set of candidates.

Based on the notion of class separability, several i
methods have been proposed to select the feature PiXelS

subset [8]. Therefore, in this paper, to achieveppr

color component selection, it was introduced the

Il

Set | 108 color images with 192x144 pixels of
object 25 from Amsterdam Library of Objects Images
(ALOI) [2]. The conditions of changing viewpoint,
object pose and illumination were considered. Four
images can be observed in Figure 1.

1L
sy

Figure 1: Object 25 from ALOI, changing viewpoint,
object pose, and illumination

Set It 10 color aerial images with 372x248
acquired from different photometric
conditions. Four images from a series taken from
real-world scenes of citrus farms at 100 meterh hig




and at different conditions of illumination and a lot of irrelevant features. Thus, the featuresstib

viewpoint, are presented in Figure 2. selection can improve the accuracy of classifiers
' i ; Vha Y 4 induced by the same algorithm used in wrapper
method.

In practical learning scenarios, however, it isefac
with two problems. First, the learning algorithm= a
usually given a relatively small training set. &ed,
even quite similar algorithms may incorporate ddfe
heuristics to aid in quickly building models of the
training data finding the smallest model consistent

Since C4.5 is an algorithm that performs well on a
variety of real databases, it is might expectechéo
difficult to improve upon its performance using tig®
selection.

Training set ‘Feature selection seal‘cl1| Training set Imduction

3. Wrapper Method and Weka System g — [t | roms e | ot
) ) ) ) [ Feature evaluation |
In supervised learning, feature selection is often Feature et § Hyporhesis
viewed as a search problem in a space of feature [Induction Algorithm |

subsets. To carry out this search it is necessary t

5 . . Estimated
specify a starting point, a strategy to cross fiace of Testset Final Evaluation |—

subsets, an evaluation function and a stoppingrasit. Figure 3: The wrapper approach to feature subset
Although this formulation allows a variety of satrns selection [6]

to be developed, usually two families of methods ar

considered. On one hand, filter methods use an Wrapper methods are widely recognized as a
evaluation function that relies solely on propestif superior alternative in supervised learning prolsiem
the data, thus is independent on any particulaniea  since by employing the inductive algorithm to e
algorithm. On the other hand, wrapper methods luse t  alternatives they have into account the partichiases
inductive algorithm to estimate the value of a give of the algorithm. However, even for algorithms that
subset [6]. An induction algorithm is typically exhibits a moderate complexity, the number of
presented with a set of training instances, wheghe executions that the search process requires résudts
instance is described by a vector of features orhigh computational cost, especially as it is pdesib
attributes values and a class label. The task ef th shift to more exhaustive search strategies.

induction algorithm (inducer) is to induce fromitiag In this work, wrapper was implemented using Weka
data a classifier that will be useful in classityifuture package. The Weka workbench is a collection ofstat
cases. The classifier is a mapping from the spdce o0of-the-art machine learning algorithms and data
feature values to the set of class values. In¢atufe  preprocessing tools. It was developed at the Usityer
subset selection problems, a learning algorithfaded  of Waikato in New Zealand. It is written in Javaden
with the problem of selecting some subset of festur terms of the GNU General Public Licence [5].

upon which to focus its attention, while ignorirget Weka attribute selection methods contain search
rest. The idea behind the wrapper approach [SiwBho methods such as best-first, forward selection, sand

in Figure 3, is simple: the induction algorithmused  exhaustive, genetic algorithm and ranking. Contain
as a black box. For each selected feature subsegdu evaluation methods such as correlation-based, \erapp
the search process, one classifier is created By thinformation gain, chi-squared, etc.. Classifiers in
learning algorithm. Typically, the accuracy of this WEKA are models for predicting nominal or numeric

classifier is used evaluate the feature subseti@fity. ~ quantities and include: decision trees and lists,

Therefore, the selected subset is relevant toetuming  instance-based classifiers, support vector machines

task and the algorithm [6]. multi-layer perceptrons, logistic regression, Bayes
Practical machine learning algorithms i.e. decision nets, etc..

tree algorithms such as C4.5 [5], [4] and instaresed In this work, it was used wrapper with an exhaestiv

algorithms such as IBL [5] have shown lower search and embedded feature subset selection By C4.
classification performance when induced from setls w  algorithm.



4. Experiments
For all experiments described in this section, the
RGB images were transformed into the following colo

255

Entropy= " h(K) * v(h(k))

i=0

3

The feature vectdrV for all color components is:

channels: HSV, CIE L*a*b*, 41,l5 [1]. All 12 color
components were used in the experiments

These models were selected as they are commonly
encountered in color image processing. Furthesethe
color models contain both variant and invariant
properties with regard to the imaging condition&BR
CIE L*, and SV are all sensitive to shadows, shgdin
illumination, and highlights. Further, CIE a*b* are
invariant to shadows, shading, and illumination
intensity [1].

As these color channels provide both color
invariance, i.e., repeatability (CIE a*b*), and izace,

i.e., distinctiveness (RGB, CIE L* and S, and V)isi
allowed to test whether the proposed method waldyi
an optimal balance between repeatability and
discriminative power by choosing the proper weights
for the color channels.

A first experiment was conducted on a series of
images taken from object number 25 of the Amsterdam
Library of Images [2]. The image shows a ball with
red, green, yellow and blue colors against a black
background. Images are taken under various vievgoin Figure 4: Selection of five 3x3 regions samples dor
and illuminations. Samples of training and testgesm  green class
are shown in Figure 1. The training patches were
obtained from regions over each image. The defined After creating a database with &V, the wrapper
pattern classes were red, green, yellow, and Wiers method was applied to select a feature subset asing
from the ball and a black background. For eachepatt  exhaustive search. Also, the embedded selection
five nxn regions samples containing various kinds of provided C4.5 algorithm was applied.
colors: normal, very dark, and highlights were std. To evaluate the performance of the selected subset,
In Figure 4, is shown a selection of samples fgreen test images were segmented in regions corresponding
class over the image. This methodology was cagigd  to the pattern classes used. The segmentatiorgsoc
for all classes and all images. used a decision tree generated by Weka and the mean

For each sample region of size (I,J) the image was Vvalue, variance and entropy for each pixel were

FV [meanR, meanG, meanB, meanH,
meanS, meanV, meanl meanj, meani,
meanL, meana, meanb, varianceR, varianceG,
varianceB, varianceH, varianceS, varianceV,
variance}, variance}, variance}, variancel,
variancea, varianceb, entropyR, entropyG,
entropyB, entropyH, entropyS, entropyV,
entropyl, entropyh, entropyk, entropyL,
entropya, entropyb]

decomposed in 12 images, one for each colorcalculated using a kernel 3x3 over the image.
components and the mean, variance and entropy of
gray valuesr(i,j), for i =1...1, j =1...J as shown in The second experiment was conducted on aerial

equations (1), (2) and (3uere assessdd perform the images taken from citrus crop areas in order tatitie
wrapper feature subset selection. The entropy wasagricultural management quality. Image segmentation
determined by gray histogram(k) where v(h(k)) is can be used to identify relative differences inpcro
gray values occurrences aké the gray level. vigor, plagues, diseases and plant development. leve
The goal is testing a color subset selection agpiie

1 MmN image segmentation taken at real field conditidrss
Mean=—ZZr(|, ) (1)  kind of application is especially interesting, besa it
MN = j-1 is not possible to control the sun light, shadowd a
1 M highlights. The photometric conditions are not
Variance= sz(r @i, ]) —Mean ) ) controlled.

i=1l j=1 Like the first experiment, region samples pattern

were taken, but using different size selections, as



shown in figure 5. The proposed pattern classee we illumination and the last one, rotation from viewgo
citrus tree, uncover soil and weed infestation. as shown in Figure 6. The exhaustive search has
algorithm complexity O(9, where n is the number of
features corresponding to 12 means, 12 variancgs an
12 entropies. That is why only the means were pre-
selected. The accuracy using 10-fold cross-vabdati
was 98.98% and selected features were,l k and G
means. The results of segmentation with the detisio
tree generated are shown in Figure 6, and theidacis
tree is shown in Figure 7.

| g .—' - | » : . 3 vlﬂl
Figure 5. Selection of different size square ragio
samples for citrus tree, uncover soil, weed infasta ‘ /4
classes

Figure 6: Original images of ALOI object 25 and the

The training samples were repeated for all images.results of image segmentation based on wrapperQuith
For each sample regian the image was decomposed 4.5 decision tree algorithm.
in 12 images, one for each color components and the
mean, variance and entropy were assessed.

After FV determined, it was applied wrapper to
select a feature subset using an exhaustive seBneh.
embedded selection provided by C4.5 algorithm also
was considered.

To evaluate the performance of the selected subset,

test images were segmented in regions corresponding. s siizs < 110625
to the pattern classes used. The segmentatiorgsoc ‘ || | ‘
used a decision tree generated by Weka and the mean =@ VELLOW RED BLUE BIACK  VELLOW

value, variance and entropy for each pixel were Figure 7: Decision tree for ALOI object 25
calculated using a kernel 3x3 over the image.
Another test using a new training set (new samples)

The last experiment was performed to compare and the wrapper approach (exhaustive search) with C
wrapper with a classifier by decision tree with reéu 4.5 was tried to include variances and entropidge T
network segmentation. The same training samples fro €xperiment was divided in two steps. First, an
first and second experiments were applied to tngimi  €xhaustive search only with the means was applied.
MLP neural network trained by Backpropagation this case, the feature subset selection Seleg,téfﬂ, L

algorithm, but usingFV reduced to the mean values and V. The second step adds the respective variance
only. and entropy up i.e. those correspondingstdil L and

After training the neural network, the segmentation V. The accuracy obtained with the best feature etbs
was performed just presenting pixel by pixel to the was 99.62% (10-fold cross-validation). .
MLP neural network. The mean value for each pixel In spite of new features (variances and entropies)

was calculated from a kernel 3x3 over the image. added up, it was obtained the same color subset of
componentss| H, L and V, and consequently the same
5. Results and Discussions decision tree. This indicated that, for this kinfl o

The proposed method has been tested on a Widé'mages, variance and entropy don't contribute for

variety of conditions. First, the proposed selectod classific_:atiqn very much. The segmentation reslés
color components using wrapper with an embeddedShOWn in Figure 8.

C4.5 algorithm was applied to the ball with differe

photometric conditions. The first two ball images/é

different color temperature; the third highlighterh



>125.3469

-

Figure 8: Original images of ALOI 25 and the result
of image segmentation based wrapper at exhaustive
search method BLUE CREEN

Using the same decision tree, it was tested others
images from ALOI and football soccer databases that/&
have the same colors but that had not used to ggener
the decision tree. The algorithm performance can bef®
observed in Figure 9. ;

Figure 11: Aerial citrus images and the result gishe
decision tree from Figure 10.

Figure 9: The same decision tree considered the bes
for this application and showed in Figure 6. £

The second experiment has applied to aerial images
The proposed selection of color components usieg th
wrapper approach with an embedded C4.5 algorithm
was used for all color components. In this case, th
feature subset selection algorithm achieves acgwhc  Figure 12: Aerial citrus images and the result gigire
99.52% and the selected features were mean G, anean decision tree from Figure 10.
and entropy B. This decision tree was obtainedgusin
two step procedure, like before. Nevertheless, all g
entropies and variances were added to the meams. Th =
results of segmentation with the decision tree (Fég
10) are shown in Figures 11.

was applied to all features at once. The exhaustive g o =% : A

search in Weka follows an organized search strategyrigure 13: Segmentation of aerial citrus image for
which selects a new feature subset just if theestirr  \yrapper at exhaustive search method.

subset selected is exclusively worse than the new

candidate. Thus, the selected features were a*Land  The main task of wrapper is to find the shortest an

with the same accuracy obtained before (99.52%).accurate subset selection. The results suggeswitiat
However, the results have shown a worse performancesmpedded C4.5, is possible to have more solutions.
for segmentation process (Figure 13). The best solution is that found first.

The wrapper has the potential to make an accurate The results from those experiments were observed by
selection but experiments suggest evidence th&tdb  yjsual inspection. For balls images, it was easy to

prone to get trapped in local maxima, a well known identity if it was good or not instead of for aéria
problem for forward search strategies. The solutlsn  jmages.

this is the exhaustive search.



In order to explore more details about Wrapper and
compare with other methods, it was implemented a
MLP neural network as a segmentation algorithm. The
results for balls and aerial images could be oleskm
Figures 14, 15 e 16. The neural network was trained
with the same mean RGB vector and presented a
training error less than 0.1%. It is possible tcabe [ e
that the results show more problems to uncoverasmll  Figyre 17: Segmentation of aerial citrus images for
weeds. For balls, photometric conditions couldb®®  wrapper with instance based method of search, with

problem. ~ Euclidean distance.
The main goal here went to evaluate a segmentation

system with the RGB components once the other color
systems are derived from this and they present some
redundancy. An appropriate acting was observetlen t
segmentation of the ALOI 25 object, showing thatrev
under different illumination conditions, color
temperature and point of view, it is possible tgrsent
them with little color components. However, in more ~ Figure 18: Segmentation of the third aerial citrus
complex images, as the aerial imagesroth order ~ image of Figure 11, for wrapper with instance based
statisticscan be an important and necessary factor, method of search.

besides the invariant components. Furthermore, the There exists redundancy among some color
selection of the colors components provided by the components of the differgnt golor models invqlvadh'is
Wrapper approach stands out, presenting bettemgacti work, although the combination of these can imprthee

even with simple algorithms of classification (C4.5 Erecision ﬂ?.f thek a'zgorithtrﬁst tﬁf machine ) I(;;rlning.
compared to the traditional models of neural nets. owever, this work shows that Ihe appropriate Selec
of a subset of color components contributes td#iance

between therepeatabilityand distinctiveness what is
— p—= desirable in the segmentation of aerial images.
‘ /4 The correlation between the different color chasnel
Figurel4: Segmentation of balls images using theoML performs better than taking only a single colorcepa

reveal that taking combinations of color channels
Neural Network with mean values of RGB.

6. Conclusions

In this paper, a wrapper method was proposed to
select a subset color models for discriminatory and
robust image segmentation. Further, the method was
experimentally verified that the selection modet be
applied successfully to select compared with other
methods. The subset selection permits proper balanc
between color invariance (repeatability) and
discriminative power (distinctiveness).

Recently there has been a growing interest in featu
NN weuT selection for clustering, a number of questiond sti
2 "m" » g Yo, z > T Lol o remain open. Wrappers for feature selection ham be
Figure 16: Segmentation of aerial citrus imagesgisi ecently proposed with some success. This work
the MLP Neural Network with mean values of RGB.  improves a little with more examples. Many examples

of these approaches are focused on numerical

Another test changing wrapper with different search clustering, and there is no theoretical or expentaie
strategy was implemented, the instance based tigori €vidence related to their behavior on color imatss.

[5], with Euclidean distance and the results getebe The extensive experiments conducted on a wide
as presented in Figures 17 and 18. variety of images show that proposed method is lide
applicable.
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