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Abstract—When processing documents in real-world scenarios,
it is common to deal with artifacts that may hamper document
analysis, such as stamps, noise and strange backgrounds. Aiming
to mitigate these problems, we propose the use of U-Net, a
very successful biomedical image segmentation network, for
handwritten and machine text segmentation. In order to do
so, we trained a model for each type of text. One of the
main advantages presented is that the models are trained on
artificial data, avoiding the wearisome task of data labeling.
For the machine text segmentation model, we test its impacts
on both word and character recognition when combined with
the Tesseract OCR model. For the handwritten segmentation
model, we present qualitative results. Initial experiments indicate
that both models are able to improve results in their respective
applications.

I. INTRODUCTION

Recent advances in machine vision techniques allowed the
usage of models to solve real-world problems such as image
classification [1], object detection [2], signature verification [3]
and optical character recognition (OCR) [4]. Despite such
progress, in most cases, the impacts that image quality can
have on performance is overlooked, therefore models are still
limited with regards to their applicability in practical situations
where images obtained in unconstrained scenarios [5].

When a document is scanned by a sensor and converted to a
digital image, some noise can be inherited in this process. The
scanner may perform some kind of pre-processing technique
(e.g. thresholding, quantization, filtering and compression) in
order to save memory and computational effort, which can
lower the image resolution, hence quality [6].

Furthermore, the variety of components that a document can
contain also presents itself as a challenge. Some of these might
include handwritten text, lines, machine-made text and stamps.
As pointed out in [7], the applications derived from these
documents analysis all rely on the correction of undesired
artifacts and the enhancement of specific chosen features.

One of the main applications in document analysis is
OCR, which consists of converting image text into machine
readable text, that is string. For this type of problem there are
many of-the-shelf solutions that perform relatively well (e.g.
Tesseract) [4]. However, most of these solutions assume a well
behaved scenario, which might not always be the case in real
applications, and therefore may present an issue. Thus, pre-
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and post-processing are the steps to be tackled when consi-
dering performance boosting for such applications. The major
issue when using OCR techniques is the high variability in
page layout and design, due to different document production
processes [6].

When dealing with documents images, another recurring ap-
plication is detecting the number of signatures in a document,
finding their relative position on the page and who they belong
to. This step depends on the correct extraction of possible
signatures [8], detecting its locations and cleaning any noise
surrounding them. On real-word applications, this is a complex
problem [9], due to the variety of background and artifacts a
document may present, such as stamps that might overlap the
signature to be recognized.

Motivated by those gaps, in this paper, we propose a new
framework for pre-processing document images using U-Net
in two scenarios: (i) segmentation of machine-made text to
improve OCR performance and (ii) extraction of handwritten
text to help in applications such as signature verification.
Our initial results show that U-Net can greatly improve in
both character and word recognition when combined with
Tesseract for the OCR task. Also, we present some images that
indicate that this method can also be helpful when segmenting
signatures (and other handwritten texts).

II. TECHNICAL BACKGROUND

The U-Net architecture [10], was originally proposed for
biomedical images and was very successful when dealing with
cell segmentation on a pixel level. A great advantage presented
by this model is that is fully convolutional, and thus can
operate in any image size and therefore, is very suitable for
this work’s scenario.

For computer vision applications, especially in segmentation
tasks, finding reliably labeled data can be challenging, for it
implies the need of a pixel-wise label in each image. Up until
recently, such task is done manually by humans, which can
be extremely time-consuming. This issue can be bypassed by
generating synthetic images, as done in [11]. In this approach,
ground truth is known from the start, and any variability can
be added to the data, making it as complex as desired [12],
which can be advantageous.

III. FRAMEWORK METHODOLOGY

Achieving a good performance using any machine learning
method depends on the quantity and quality of the input



data. Usually, most algorithms require a great number of
observations, that must also be carefully labeled [13]. Due
to the lack of a large and labeled dataset needed for a proper
training in the area, we created our own artificial dataset and
train two U-Nets, one for retrieving handwritten text, and a
second one that maintains machine written text.

To replicate the handwritten text typically found in docu-
ments, we used the CEDAR signature database [14], in which
55 participants were asked to sign their names 24 times. They
also were asked to simulate another 3 signatures given, 8 times
each, resulting in a database with 1320 images of genuine
signatures, and 1320 forgeries. Yet, only forged signature
images were used in our dataset, in order to increase variance.
An Otsu threshold [15] was applied to the signatures in order
to binarize and partially remove noise. An example can be
seen in Figure 1.

(a) (b)

Fig. 1. Forged signature from the CEDAR database before (a) and after (b)
otsu threshold.

Another artifact often found in documents are stamps. We
reproduce this behavior using two images designed by Freepik
from flaticon.com, that mimic real world stamps, as seen in
Figure 2.

(a) (b)

Fig. 2. Stamps used on data generation.

Moreover, real-life documents usually contain tables, lines
and bounding boxes, which should also be differentiated from
text. With this in mind, we recreate such conditions in our
dataset, adding random lines as well as complete grids and
bounding boxes surrounding signatures.

We also apply other label-preserving transformations as a
way to enlarge and build up complexity and variability of our
training set [16]. Stamps can vary greatly due to the amount
of ink used in the process. In order to replicate such behavior,
the stamps are randomly resized and rotated, and can either:
1) be dilated, 2) eroded or 3) have a “salt” filter applied on
them.

For the machine text used, we choose in a random way
some font available in the operating system, and vary the font
size between 5pt and 50pt.

Afterwards, we have a noisy image and a label image, where
only the target type of text is shown, with the background set

to 0. Examples of our generated dataset can be seen in Figure
3.

(a) (b)
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Fig. 3. Examples of generated images for machine text and handwritten text
segmentation, where a) and c) are input images and b) and d) are their labels.

IV. EXPERIMENTS

A. OCR Improvement

To test the machine text segmentation, we used the Tesseract
OCR engine [17]. For such reason, as previously stated, the
OCR model is treated as black box because retraining the
model also requires a great deal of labeled data. Hence, an
easier alternative to obtain improvements in text-detection is
to apply pre-processing methods prior to OCR.

In order to evaluate OCR’s quality improvment, we resorted
to an open-source tool, named ocveralUAtion1 [18], which
computes the quotient between the number of mistakes and
the text length. It is important to mention that the ground
truth text is needed to compute the number of mistakes.

The tool provides per-character accuracy rates and word
recognition rate. The former, referred to as character error
rate (CER) is computed by

CER =
i+ s+ d

n
, (1)

where n is the total number of characters, i is the minimal
number of character insertions, s is the number of substitutions
and d is the number of deletions d required to transform the
reference text into the OCR output.

1Available at https://github.com/impactcentre/ocrevalUAtion
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Fig. 4. Example of an image generated to test OCR performance.

Likewise, the word recognition rate is referred to as word
error rate (WER) and is computed by

WER =
iw + sw + dw

nw
, (2)

where nw is the number of words in the reference text, sw
is the number of words substituted, dw is the number of
words deleted and iw the number of words inserted required
to transform the output text into the target, chosen such as to
ensure that the sum iw + sw + dw.

To test the trained network, we also created another ar-
tificial dataset. As we aimed to test OCR improvement in
document analysis, we generated images that resemble real
world documents. In order to evaluate the word recognition
rate in addition to the character recognition rate, we needed
text containing semantically correct sentences. For this reason,
we resorted to collecting text from 14 articles on wikipedia 2.
This way, each portion of text used for all images generated
was initially know and stored.

The text was placed respecting the idea of a border. Fol-
lowing, we added random noise to the image on account
of replicating image complexity from real world scenarios.
Hence, we added a signature on the bottom with a line near
it, another signature on top of the document, and chose up to
4 stamps to be placed randomly on the document. Finally, a
salt and pepper noise was applied. As a result, we had 1000
noisy images where Tesseract OCR was applied before and
after our model. An example of this dataset can be seen in
Figure 4.

B. Handwritten Text Recognition
Conventionally, research focus on signature recognition and

validation, already assuming an optimal segmentation of the

2https://wikipedia.org/

signature [9]. As explained, that may not be the case on real
life settings, and therefore a pre-processing of the signature
region is need. However, we currently are at the step of testing
our model on segmentation alone, not evaluating yet its impact
on signature recognition.

V. RESULTS

The results from the OCR evaluation can be seen in Figures
5 and 6. These figures show the frequency distribution of
the error rate’s complement, described on Section IV-A. The
results from the OCR applied on the original images are shown
in orange, and the results from after the application of our
model are shown in green.

Fig. 5. Word recognition performance improvement after U-Net prediction

The improvement achieved in the word recognition are
depicted in Figure 5. We can see a 5% improvement on
the frequency average, and the distribution from the original
images is more evenly distributed.

Fig. 6. Character recognition performance improvement after U-Net predic-
tion

Figure 6 shows the results for the character recognition. A
14% upgrade on the frequency average was seen after the pre-
processing by our model. The distribution from the processed
images is unbalanced, being concentrated on higher scores.

A qualitative result from our handwriting segmentation
method can be seen in Figure 7. It can be seen that our method
shows a good initial result removing machine text and tables
which are typically found in documents being analyzed.

VI. CONCLUSION

In this paper, we proposed the usage of U-Net as pre-
processing for two document analysis applications: OCR and
signature verification. One of the main advantages of our
approach is the generation of artificial training data, because
we tried to replicate more realistic scenarios by adding noise
and other artifacts (such as stamps and lines) to the image.

https://wikipedia.org/


(a)

(b)

Fig. 7. Example of our model applied on a document, with a) being the
original image and b) the image processed by our model.

Next, we conducted experiments to measure the impacts of
such models in both applications.

According to our initial results, our pre-processing tech-
nique is very suitable for real scenarios with heavier image
degradation. To evaluate our machine text segmentation, we
measured performance improvements of applying this tech-
nique prior to using Tesseract. Our experiments show a 14%
improvement in character detection and 5% improvement in
word detection. With regards to handwritten text segmentation,
we have shown some qualitative results that indicate that U-
Net is also very adequate for this task.

As future research, we intend on tackling the following

points:
• Further investigate the impacts of the machine text model

on OCR detection by analyzing its results in more real-
istic data;

• Measure the impacts of the handwritten text segmentation
model in signature verification.
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