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Abstract—In the context of Visualization, Multidimensional
Projection techniques are employed to show similarity rela-
tions among instances of a multidimensional dataset. Distinct
projection techniques use different approaches to perform the
dimensionality reduction and, consequently, different metrics are
employed to assess projection quality according to similarity and
structures preservation. Usually, quality measures are computed
from the whole projection, what can impair a specific evaluation.
This work presents a novel approach to perform evaluation
on multidimensional projections, in which clusters of instances
are selectively evaluated and compared to the whole projection.
The proposed approach has shown to be effective on evaluating
projections and it offers a way to apply techniques to enhance
poor projected areas.

I. INTRODUCTION

The growth of big datasets has generated challenges to
perform analysis and, consequently, the decision-making pro-
cess. Therefore, researchers have expended efforts to develop
new approaches to reduce the cognitive load required for
analysis. Visualization techniques present many kinds of visual
metaphors that aid the exploration process. For example, some
of the well known techniques used to analyze high dimension
datasets are the Parallel Coordinates [1], similarity trees [2],
[3] and Multidimensional Projection techniques [4]–[7]. Sim-
ilarity Trees and Multidimensional Projection techniques can
be applied to analyze similarity among instances of a dataset,
such as images, documents or feature space quality resulted
from feature extraction [8].

Multidimensional projection is a sort of visualization tech-
niques that presents the instances similarities of a dataset,
mapping data from high-dimensional space (Rm) to low-
dimensional space (Rp), and preserving both structures and
relations existing in the multidimensional space. However, due
to the curse of dimensionality, multidimensional projection
techniques may suffer with lost of information, introduction
of poor structures, as well as the problem of overlap among
markers. Therefore, an important issue of the multidimensional
projection techniques is the need for their evaluation. Many pa-
pers aim at presenting analysis techniques of multidimensional
projection techniques to verify whether the multidimensional
techniques preserve the structural and similarity relations
existing in the multidimensional space. Usually, the analysis
of projections is performed in a general fashion, assigning
an unique measure value which represents the quality of the
projection technique according to a dataset and a metric of

analysis. However, by analyzing a projection by such general
approach, possible anomalies may not be identified.

This paper presents a novel approach to perform evaluation
on multidimensional projection techniques. The analysis of a
projection is applied according to a specific quality measure
on clusters of a projection – such clusters can be selected
by the user or automatically identified through a clustering
algorithm. The motivation is that by analyzing small portions
of a projection one can selectively verify the behavior of a
projection technique. Thus, it is possible to find anomalies and
specific instances in which their structures and similarities do
not reflect the multidimensional space. By finding these issues
in the projection, techniques to improve the relations among
instances [9] in a selective fashion can be applied.

The main contribution of this paper is an approach to
perform an evaluation of multidimensional projections, in
which existing analysis metrics are employed on clusters of
data selected by a clustering algorithm or manually by the user.
While evaluation of multidimensional projections are usually
employed as a whole (without considering clusters of data
separately), our approach allows evaluation of projections to
be carried out locally. Additionally, our approach allows the
detailed analysis of projections by means of clusters and how
such clusters behave in relation to the projection. Similarly as
Projection Inspector [10], our approach allows identification of
differences among projections, however, it also can identify
anomalies presented by a projection considering clusters of
data and providing the idea of how such characteristic reflects
on the quality of the projections as a whole.

The remaining of this paper is organized as follows. The
Section II presents related works. In the Section III we present
the analysis metrics used in our experiments. In the Section
IV we present the proposed technique. The application of
the technique is presented in the Section V, where we use
some datasets for validation. The conclusion is presented in
Section VI.

II. RELATED WORKS

To evaluate multidimensional projection techniques, our
approach depends on selection of clusters. While some works
use clusters in multidimensional projection to reveal important
data attributes or to perform summarization [11]–[14], in this
work groups are used as a basis to the analysis, where different
evaluation techniques are applied.



The Stress [4] metric, which is widely used to evaluate
multidimensional projections [15], uses the differences be-
tween the dissimilarities in the multidimensional space and the
distances in the visual space. A good discussion on metrics to
evaluate loss of information can be found in [16]. As Paulovich
et al. [6] argument, the Stress values are unable to ensure
the ability of a projection technique to preserve neighborhood
relations since it only considers distance relations. So that, the
Neighborhood Preservation (NP) [7] technique evaluates the
ability of a projection technique at maintaining neighborhood
relations existing in the multidimensional space. As a com-
plement to the NP technique, the Neighborhood Hit (NH) [6]
aims at verifying the class perception in a neighborhood. The
Silhouette Coefficient technique [17] analyzes the data clusters
consistency, providing information on how well an instance
participates in its cluster. Additionally, in [18] it is presented
an approach to compute the metrics Stress and Silhouette
Coefficient more efficiently.

Tatu et al. [19] presented the Class Density Measure (CDM)
technique, where a projection is evaluated according to its
separation properties. Kaski et al. [20] defined a way to
verify the reliability of a projection through two metrics called
trustworthy and discontinuities. A projection is given reliable
(trustworthy) if, for each instance, a set of k nearest neighbors
in the visual space are k nearest neighbors in the original
space. The discontinuity (discontinuities) is taken into account
by the fact the some of k nearest neighbors in the original are
not mapped as such in the visual space.

Motta et al. [21] presented a series of metrics based on
Extended Minimal Spanning Tree [22]. The Class Separation
and Class Aggregation measures allow comparing projections
according to the ability of conveying class distribution. The
Classes Validation Separation measure quantifies the purity
of the neighborhood according to their classes, while the
Neighborhood Validation measure seeks quantify how many
neighboring instances a projection preserves without consider-
ing its classes. Finally, the Group Validation measure evaluates
the consistency of groups formed by a projection, checking
if a cluster formed in the visual space is a cluster in the
multidimensional space.

III. BACKGROUND

In order to demonstrate our methodology, we used four
analysis metrics widely used in the literature to evaluate
multidimensional projections. These metrics, described below,
are suitable to perform effective analysis of multidimensional
projections since they evaluate neighborhood preservation,
class separation, and similarity preservation among instances.

The Neighborhood Hit (NH) [6] technique is used to
evaluate the class perception of a projection, i.e., how well
a projection can separate classes. For each instance, its k
nearest neighbors are found and the ratio of the neighbors
with same class as the analyzed instance is verified. Suppose
k = 5 and the number of instances with same class is 2, then
NH = 2

5 = 0.4.

The Neighborhood Preservation (NP) [7] technique eval-
uates a projection according to neighborhood preservation.
For each instance of the multidimensional space and its
correspondent instance in the projected space, it is calculated
the k nearest neighbors in order to compute the preservation
ratio. Suppose k = 4 and 3 instances were preserved as nearest
neighbors, then NP = 3

4 = 0.75.
The Silhouette Coefficient (SC) [17] technique is used to

interpret the consistency of clusters and it provides information
on how well each instance participates in its cluster. Given
an instance i, to compute its silhouette coefficient one must
perform the following steps:

1) the mean of the distances ai from i to all of other
instances of the same group is calculated, providing a
cohesion measure;

2) the smallest distance bi from i to all of other instances
of different groups is calculated, providing a separation
measure;

3) the silhouette of i is si = bi−ai

max(ai,bi)
.

Therefore, the Silhouette Coefficient (CS) value is given by
the mean of the silhouette of each instance (Equation 1)

CS =
1

N

N∑
i=1

(bi − ai)
max(ai, bi)

. (1)

The silhouette coefficient value varies between −1 and 1
and better cohesion and group separation is indicated by values
closer to 1.

The Stress [4] technique attempts to measure how much
information was lost during the projection by computing the
differences among the dissimilarities in n-dimensional space
and the distances in d-dimensional space. The lower the Stress
value, the better the structures are consistently preserved.

Stress can be calculated using Equation 2.

S =

√√√√√√
∑
i<j

(dij − dij)2∑
i<j

d2ij
, (2)

where d and d represent distance functions in multidimen-
sional and projected space, respectively.

IV. PROPOSED APPROACH FOR LOCAL ANALYSIS

The proposed approach is based on four main steps, as
shown in the pipeline presented in Figure 1: (1) Multidimen-
sional projection; (2) Definition of regions; (3) Selection of
analysis techniques; (4) Exploration.

After projecting a multidimensional dataset, it is necessary
to define regions in which the analysis will be performed.
These regions can be defined manually – user selection – or
by a clustering algorithm, such as Bisection K-means [23]
and DBSCAN [24]. Figure 2 shows an example of regions of
interest defined by user selection in (a) and Bisecting K-means
algorithm in (b). Note that, when there is no classification
among the instances of the dataset, visual approaches for
clusters identification [25] can be easily added to our approach.



Multidi-
mensional
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Fig. 1. Pipeline of the proposed approach. The first step can be performed by any multidimensional projection technique, then, the analysis regions are set
automatically through a clustering algorithm or using manual selection by the user. After defining the analysis regions, the user needs to select the analysis
techniques and define the parameters for these techniques. Finally, the representations of the selected clusters are presented, where it is possible to isolate
each representation for better interaction.

(a) Cluster defined manually.

(b) Clusters defined automatically by using Bisecting K-means [23].

Fig. 2. Definition of the analysis region for a projection of the iris dataset
using the IDMAP [5] technique.

The third step of the analysis process is to choose the
techniques to evaluate projection techniques. As we com-
mented previously, in this paper we use the Neighborhood Hit,
Neighborhood Preservation, Silhouette Coefficient, and Stress
metrics.

Once the quality metrics are chosen, the cluster analysis
is represented by boxplots. For that, when the user chooses
a specify area of interest, the boxplots are rendered above
the selected area, as shown in Figure 3a. By positioning the
mouse cursor on the selected area, the representation is hidden
in order to show the analyzed cluster, as shown in Figure 3b.

When using a clustering algorithm, the areas of the
bounding-boxes represent the generated clusters, as shown
in Figure 4a. In this way, all elements can be kept visible,
as shown in Figure 4b, or only the selected one as shown
in Figure 4c – by positioning the mouse over an area its
representation is hidden or shown.

(a) Representation of analysis.

(b) Verification of the analyzed cluster.

Fig. 3. Analysis of a cluster selected by the user.

In this work, the cluster analysis can be performed in
projection, local and global way. In projection analysis, the
measures are computed for all projected instances and the
boxplots present a general analysis of the whole projection.
In local analysis, the quality measures are only computed
for the selected instances – the cluster is isolated from the
projection. In the global analysis, the measures are computed
for the selected instances, but all projected instances can be
used in the computation – for example, in the Neighborhood
Hit technique the computation of a selected instance can
take into account selected and unselected instances. While
global analysis provide a way to verify the behavior of the



(a) Clusters returned by a clustering algorithm.

(b) All analyzes representations can be displayed at once.

(c) The representations of the analyzes can be hidden to emphasize a specific
one.

Fig. 4. Automatic cluster analysis.

clusters considering the influence of remaining instances, local
analysis provide a way to investigate their behavior without
such influence.

V. EXPERIMENTS AND RESULTS

This section presents the evaluation of IDMAP [5] and
LSP [6] techniques. Although several techniques are available
in the literature, such as LAMP [26] and t-SNE [27], we
used the IDMAP and LSP techniques due to their different
characteristics to carried out the projection process, that is,

while the IDMAP technique aims at preserving similarities
among instances, the LSP aims at preserving neighborhood
relations.

The IDMAP [5] technique is a force-based technique which
uses the concept that the relations among instances in the
multidimensional space and in the projected space must be
constant for each pair of points (xi, xj). For each instance
xi of the dataset, the vector ~vij = (xj − xi), ∀xj 6= xi
is calculated, which is used to perform a perturbation in its
direction. Such perturbation depends on the distances of the
projected space and the similarities of the multidimensional
space. The perturbation used is given in Equation 3.

∆ =
δ(xi, xj)− δmin

δmax − δmin
− d(yi, yj), (3)

where ∆ represents the approximation between the distance in
the projected space and the distance in the multidimensional
space, d represents the distance measure in the projected
space, δ represents the distance measure in multidimensional
space, δmax and δmin represent the maximum and minimum
distances among objects in multidimensional space, and yi and
yj represent the projection of the points xi and xj .

Unlike conventional multidimensional projection tech-
niques, which are based on preserving similarity relations,
the LSP [6] technique aims at preserving neighborhood re-
lations existing in multidimensional space. So that, control
points (subset of the multidimensional points) are chosen and
projected in Rp through a technique that preserves similarity
relations. Using the neighborhood relations in Rm and the
distance relations in Rp, linear systems are constructed such
that their solutions are used to project the remaining points
in order that they reside in the convex hull of their k nearest
neighbors, according to the neighborhood in Rm. To select
the control points, a clustering algorithm is executed and the
representative of each cluster is chosen as control point.

IDMAP and LSP were evaluated upon three different
datasets: Iris, CBR-ILP-IR, and Brodatz. As presented in
Section III, the quality measures used in this work are:
Neighborhood Preservation (NP), Neighborhood Hit (NH),
Silhouette Coefficient (SC), and Stress (S). The Table I shows
the parameters used to perform the evaluation of each dataset
– the k value was employed in the quality metrics that require
neighborhood and distance indicates the distance measure used
to perform projection and analysis.

Although any possible group can be analyzed with our
approach, to demonstrate its effectiveness we present the
analysis only at problematic areas of the projections, such as
class boundaries.

TABLE I
PARAMETERS AND APPROACHES FOR COMPONENT EVALUATION.

Dataset Selection k Distance
iris Manual selection 10 Euclidean

CBR-ILP-IR Manual selection 10 Cosine-based
Brodatz clustering 5 Euclidean



A. Iris dataset

The iris dataset has three classes of 50 instances, each class
refers to a type of iris plant. Figure 5 shows the manual
selection of instances on IDMAP and LSP projection. The
selection was performed at the boundary of two clusters
composed by two classes in order to compare which projection
technique can present the best separation of these two classes.
Figure 6 shows the boxplots of the selected region.

(a) Projection using the IDMAP [5] technique.

(b) Projection using the LSP [6] technique.

Fig. 5. Selected cluster of the iris dataset highlighted in both projections
through coordination.

According to the NP metric of the selected region (local
analysis), we can observe that the IDMAP technique was better
than the LSP technique at maintaining neighborhood relations.
However, when comparing the local and global analysis of
both techniques, the LSP technique presented similar behavior
to the projection analysis, which provides an indicative of
standardization. For the NH metric, we can observe that the
LSP technique presented the best distribution, where 50% of
the values are above 0.9 (25% of the IDMAP values are above
0.8). This result indicates that LSP is a good technique to
group instances belonging to the same class.

For the SC metric, the LSP technique presented a slight
improvement for the projection analysis, as well as for analysis
of the global behavior since it maintains the instances of the
classes in a compact shape. According to the local perspective,
the LSP technique presented an advantage since the selected
instances presented themselves more compact than on the
IDMAP technique – note the selected group of blue instances.
An interesting point is the difference between the distribu-
tion of the projection analysis and global analysis for both
projection techniques. This happens due to the characteristic
of the SC technique in which the nearest are instances of

(a) Highlighting the boxplots of the IDMAP [5] technique.

(b) Highlighting the boxplots of the LSP [6] technique.

Fig. 6. Boxplots corresponding to the analysis of the Iris dataset.

different classes, the worst will be the performance. There is
a slight advantage of the LSP technique at a “problematic
area” – boundary of two clusters – for these metrics and it
influences to generate a better projection.

According to the Stress metric, the IDMAP technique
presented values with an order of magnitude less than the LSP
technique because the LSP technique aims at preserving the
neighborhood relations than the distance relations, however,
the values of the metric Stress presented by LSP technique
are still acceptable. We can see that through a local point
of view, the variation is greater than in a global point of



view since by isolating selected instances we do not perform
comparisons with the remaining of the projection, and the
distribution of values becomes bigger. This aspect happens
with all of analyzes presented in this paper.

B. CBR-ILP-IR dataset

The CBR-ILP-IR dataset is composed by 574 instances
representing scientific papers of three distinct fields: Case-
Base-Reasoning (CBR), Intuitive Logic Programming (ILP),
and Information Retrieval (IR). Figure 7 shows the selected
instances for analysis. Again, the selection was performed at
the boundary of distinct groups.

(a) Projection using the IDMAP [5]
technique.

(b) Projection using the LSP [6] tech-
nique.

Fig. 7. Selected cluster of the CBR-ILP-IR dataset highlighted in both
projections through coordination.

For the NP metric (see Figure 8), despite the multidi-
mensional projection techniques presented same distribution,
the LSP technique was better. Additionally, both techniques
presented same distribution for local analysis as well. Ac-
cording to the global analysis, the techniques presented same
distribution range, but the distribution presented by IDMAP
technique is asymmetric and positive, which provides better
result for the LSP technique.

The NH metric obtained the same distribution for both
cases, i.e., in global and local analysis, so that this dataset has a
characteristic of having no high dependency of other instances
for analysis with k = 10; in other words, the remaining
instances of the projection did not influence the analysis.

According to the SC metric, we can notice that the selected
subset is “problematic” for both techniques since instances of
different classes are too close to each other. For local analysis,
the removal of the other instances in the analysis helped to
improve the performance of the techniques since the instances
of a specific class have less chance to be compared with
a instance of a different class. Lastly, the Stress technique
presented similar results to those discussed in the previous
section.

C. Brodatz dataset

To evaluate the proposed approach through clustering al-
gorithms and to show analysis of well defined clusters, we
used the Brodatz dataset, which contains seven classes with
10 instances of texture images from Brodatz [28]. The feature

(a) Highlighting the boxplots of the IDMAP [5] technique.

(b) Highlighting the boxplots of the LSP [6] technique.

Fig. 8. Boxplots corresponding to the analysis of the CBR-ILP-IR dataset.

space is composed by Gabor filter descriptors [29]. For this
dataset we only used the IDMAP [5] technique to perform
the analysis. Figure 9 presents the clusters found by using the
DBSCAN algorithm [24]. Note that Cluster 3 is composed by
two classes of textures.

In order to apply the SC metric a subset must have at least
two classes so that cluster 3 is the only cluster to which we
calculate the Silhouette Coefficient. In this section we only
provide three representative analyzes because we observed that
the clusters presented similar results.

1) Cluster 1: Figure 10 shows the result for cluster 1.



Fig. 9. Clusters found by using the DBSCAN [24] technique.

Fig. 10. Boxplots for Cluster 1.

Analyzing the NP metric, notice that the local and global
variation presented values greater than or equal to the variation
of projection, so that cluster 1 contributes to improve the
quality of the projection technique according to NP metric;
even though the distributions of local and global analysis are
closer to 0.8, as shown in the boxplots of Figure 10.

For the NH metric, since the cluster is relatively distant
from the other instances and there is only one class, the global
and local analysis presented good performance. According to
the SC metric, it is possible to realize that again the cluster
separation influenced on the result of local analysis and its
distribution values are higher than the projection distribution
values. Finally, as we commented previously, the Stress metric
presented similar results for all of analysis, where the local
analysis has distribution whose values vary in a range much
greater than in the global and projection analysis.

2) Cluster 3: Figure 11 shows the result for cluster 3.
Cluster 3 is responsible for decreasing the performance of

the projection technique according to the NH and SC metrics,
since it has two classes without effective separation, as shown
in Figure 9. The NP metric also had lower results than the

Fig. 11. Boxplots for Cluster 3.

projection since the values of the projection are closer to 0.8.
According to the Stress metric, the result can be analyzed in
the same way as in cluster 1.

3) Cluster 4: Figure 12 shows the result for cluster 4.

Fig. 12. Boxplots for Cluster 4.

Cluster 4 differs from cluster 1 mainly on the NP metric. We
can see that the high overlap rate impaired the NP evaluation
on cluster 1 and since cluster 4 has instances more scattered,
the distribution values according to NP metric are concentrated
closer to 1. Cluster 4 presented similar results to the cluster 1
according to the other metrics.



VI. CONCLUSION

Usually, analysis of multidimensional projections has been
done in a general way, in which the quality of a projection is
defined by an single value according to an evaluation metric.
Such approaches do not consider possible anomalies in a
projection. In other words, poorly projected subsets can be
hidden because of the general characteristic of these analysis
metrics.

In this paper, we introduce a novel approach to perform
analysis of multidimensional projections. Our approach aims at
helping in the detailed analysis of multidimensional projection
techniques to easily identify anomalies in clusters of instances.
For that, we presented a way to assess clusters of a projection
in a local and global fashion using boxplots to visualize
their quality according to different evaluation metrics. In
addition, by using coordination we are able to compare various
multidimensional projection techniques considering the same
subset of instances, so that the comparison of techniques is
facilitated.

Our approach has proven capable of helping identify areas
that contribute to the general quality of multidimensional
projections, as well as helping identify areas that decrease the
general quality of projections. The identification of regions
that decrease the quality of a projection can be the first step
to apply techniques that improve the quality of a projection.
So that, as a potential future work, techniques to improve the
similarity and structures relations can be applied on regions
that present lower quality than the projection itself, in order
to investigate the changes imposed to the analysis metrics.
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