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Abstract—Face detection is already incorporated in many
biometrics and surveillance applications. Therefore, the reduction
of false detections is a priority in those systems. However, face
detection is still challenging. Many factors, such as pose variation
and complex backgrounds, contribute to false detections. Besides,
the fidelity of a true detection, measured by precision rate,
is a concern in content-based information retrieval. Following
those issues, combinations of methods are developed focusing on
balancing the trade-off between hit-rate and miss-rate. In this
paper, we present an approach that improves face detection based
on a post-processing of skin features. Our method enhanced
the performance of weak detectors using a straightforward and
low complex skin percentage threshold constraint. Furthermore,
we also present a statistical analysis comparing our approach
and two face detectors, under two different conditions for
skin detection training, using a robust dataset for testing. The
experimental results showed a significant drop in the number
of false positives, reducing in 53%, while the precision rate was
elevated in almost 5% when the Viola-Jones approach was used
as face detector.

Index Terms—Face detection, Skin detection, Performance
Improvement, Post-processing

I. INTRODUCTION

Among many popular topics in object detection, detecting
faces is one of the most studied subjects of research in
computer vision. Many daily applications have face analysis
as an important step, for instance: video surveillance, medical
assistance, and human-computer interaction [1].

Optimal hit rates with low missing detections is a hard
task in face detection [1] [2]. Image rotation, pose change,
complicated backgrounds, and other factors contribute to raise
the number of false positives [3]. To this end, combined
approaches have been widely applied, and the incorporation
of skin features in face detection have achieved optimal
performance rates [4]-[6].

In general, the combination of skin features with face
detection consists of two major approaches [7]: 1) pre-filtering
or pre-processing and 2) post-filtering or post-processing skin
analysis. In the first method, for an input image, the face
detector is applied in regions which the human skin is already
segmented. The second approach uses skin information to
classify face candidates after they skin have been detected.
In the last method, the skin detector works as a false positive
corrector.

Usually, combined approaches to face detection are com-
monly done in many different color spaces, such as RGB,

YUYV, and YCbCr [8], or a combination of them [9]. Also, the
use of morphological filtering is considered in many cases for
noise-removal and to preserve the largest connected compo-
nent which commonly represents the face candidates [10].

In this paper, we propose an improvement on face detection
performance regarding the precision rate for weak face detec-
tors by a skin detection post-processing. We considered here
weak face detectors the ones that reach maximum detection
rate with a high false detection rate, for example, the Viola-
Jones face detector [11]. We adopted the post-processing
combined approach which we threshold the ratio of skin pixels
over the non-skin pixels under an experimental constraint.
Furthemore, we chose to use the conventional RGB color
space, and we did not use any morphological filtering, which
usually have to fine-tune many parameters. Also, our approach
differs from what is used in the literature that is based on the
number of pixels in the ROI and a fine-tuned parameter [12].

Our main contributions in this work are: 1) an improvement
of the precision rate for weak detectors using post-processing
skin features analysis with a simple constraint; 2) a thorough
experimental evaluation of our combination method for two
different face detectors, using two different datasets.

This paper is organized as follows. In Section II, we
review previous works that motivated our study. Next, we
describe in details our method in Section III. Sequentially,
experiments and results to validate the method are reported in
Section IV. Finally, conclusions and future work are presented
in Section V.

II. RELATED WORK

There is an extensive literature on face detection exploring
skin features that is not covered in this section. We will men-
tion here the relevant papers that most influenced our work [9],
[10], [12]-[19] which are classified into two major groups:
pre-filtering and post-filtering approaches. More details can
be found in surveys such as Zafeiriou et al. [1].

A. Pre-filtering approaches

Kovac et al [13] proposed a human skin color for face detec-
tion. They used some heuristic rules for the skin classification.
Subsequently, regions that are not likely to be face candidates
are removed based on the geometric properties of a human
face. This work was the first to explicitly define boundary
rules for the skin segmentation.



Phung et al. [14] proposed a skin color-based face detection
using a 3D clusters of Gaussian distributions in the YCbCr
space for the skin color model. Mahalanobis distance from
the clusters is used to classify a pixel as skin or non-skin. In
this work, the authors were pioneer to use a non-parametric
skin color distribution modelling.

Zou and Kamata [15] used the HSI, RGB, and YCbCr
color spaces. They built a Gaussian Mixture Model to allow
the illumination compensation. Their face detection algorithm
deals with images with complex backgrounds using a parallel
structure. To validate their system, the authors used the Caltech
dataset !. However, such dataset has few images and the
evaluation only consisted of the detection and false detection
rate.

Gaussian Mixture Models in YCbCr color space are used
in [16]. They pre-filtered the images using morphological
filtering, eliminating small regions that correspond to noise
in face candidates. Faces are detected by similarity using
template matching. In this work, the authors used the GTAV
dataset> which contains only 182 images.

Luh [17] adopted a hybrid skin color model RGB-CbCrCg
and mathematical morphology filtering. They validated the
face detector with the ECU dataset [20]. The system per-
formance evaluation was based on the detection and false
detection rates.

Muhammad and Abu-Bakar [9] combined two color spaces
for skin detection: HSV and YCgCr generating the SCgCr
color space. The face detection algorithm applies morpholog-
ical filtering and edge detection to identify the boundaries of
a face candidate. The authors used the Paratheepan and Bao
datasets [21], [22], but they tested the algorithm only in 90
images. The adopted evaluation metrics were restricted to the
detection and false detection rate. Besides, they had a very
low detection rate.

Similarly, Wang et al. [10] used a morphological filtering
approach after the skin detection, with different operations,
in YCbCr color space. The algorithm applies a fine localiza-
tion method that is comprised of component analysis, Local
Iterated Conditional Modes (LICM) [23], and morphological
filtering too. The authors used the Caltech face dataset, obtain-
ing a high detection rate with few false detections. However,
the method is iterative and time-consuming.

B. Post-filtering approaches

The algorithm proposed by Erdem et al. [12] differs from
those previously mentioned in this paper. A skin post-filtering
method is done to reduce the number of false positives and
to improve the face detector precision. The authors used Bao
dataset for face detection, Bayesian detector [24], and Explic-
itly Defined Skin Color as skin detectors. The experiments
were conducted with and without illumination compensation.
The images used in the paper were in RGB color space.
Although they achieve high precision with low sensibility in

! Available at http://vision.caltech.edu/
2 Available at https://gtav.upc.edu/en/research-areas/face-database

detection rate, they used Bao dataset, which has few images
and no official ground truth.

Mostafa et al. [18] also proposed a skin post-filtering
method. The authors combined facial features with a skin
model to reduce the false positives of the face detector. They
evaluated the algorithm using exclusively the Viola-Jones [11]
approach as face detector under the Face Detection Data Set
and Benchmark (FDDB) [25] and LFPW databases [26].

Ban et al. [19] investigated a new method for face detection
based on skin color likelihood via a boosting algorithm. They
measured and compared the detection rate and false detection
rate for different datasets, such as the FDDB and Bao datasets.
Ban et al. [19] performed a skin post-filtering approach.
Their implementation was concentrated at the Viola-Jones face
detector, either using Haar-like features or LBP features.

Likewise the previously approaches, our method is based
on a skin post-filtering. We implemented an algorithm using
two different face detectors, which were Viola-Jones approach
and Pixel Intensity Comparisons Organized in Decision Trees
(PICO) [27]. Also, we exploited the FDDB dataset, which has
a large set of images with different illumination and in-plane
rotated faces. Besides that, we evaluated two different datasets
for skin detection, which were Jones & Rehg dataset [24] and
ECU database [20]. Although we did not use an illumination
compensation, our results also reduced the number of false
positives and improved the face detector precision using a
novel constraint approach. Additionally, a significant statis-
tical analysis is performed, involving ROC curves (Receiver
Operating Characteristic), Precision, True Positive Rate (TPR),
False Positive (FP), the AUC (Area Under the Curve) and F1-
score.

III. PROPOSED APPROACH

The proposed method is composed of the following
pipeline: (a) Face Detection, (b) Skin Detection, and (c) Skin
Percentage Evaluation. Although the used pipeline was already
applied in literature [12], our proposal differs in two main
aspects: the threshold constraint in step (c), and the fact that we
did not use morphological filtering as in [28]. The algorithm
methodology is presented in Figure 1. In Figure 2, we show
an example of how our method is works.

A. Face Detection

The face detection module is responsible for finding the
human faces in the image. In other words, given an input
image, the goal is to use an algorithm to find a region of
pixels that represents a human face [29]. For this step, we
used two face detectors: the Viola-Jones and the PICO.

1) Viola-Jones Face Detector: The well-known Viola-
Jones [11] approach is based on boosting and integral images;
its implementation was incorporated to the Open Source Com-
puter Vision (OpenCV) library 3. Haar Features are extracted
from integral images, they are rectangular, and they represent
edges, lines, borders, or other primitive structures [30]. Viola-
Jones face detector uses a cascade of weak detectors. Each

3http://docs.opencv.org
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Fig. 1. Flowchart diagram of the proposed algorithm, the blank square indicates that no skin pixels were identified in the ROIL

detector is responsible for one feature, and the AdaBoost
algorithm is used to combine all weak detectors into an
effective detector.

2) PICO Face Detector: This face detector is a modifica-
tion of Viola-Jones, being responsible for scanning an image
with a cascade of binary detectors at all reasonable positions
and scales [27]. Its code implementation is provided by the
authors in C/C++ languages*. Each binary detector consists of
an ensemble of decision trees with pixel intensity comparisons
as binary tests in their internal nodes. The learning process
consists of a greedy regression tree construction procedure
and a boosting algorithm.

B. Skin Detection

For each input image, the skin detection module applies
a pixel-wise classification. In this module, we built a skin
detector based on statistical color models proposed by Jones et
al. [24]. The algorithm performs skin classification comparing
the skin and non-skin color models under a threshold ©
constraint. Basically, given a value for ©, the skin detector
checks for every pixel if the amount of skin over the amount
of non-skin is greater or equal to ©. If so, it classifies as
human skin, if not it classifies as non-human skin.

Statistical color models are RGB histograms. The skin and
non-skin color models consist in RGB histograms calculated
from a dataset of images, which contain labeled masks for skin
and non-skin pixels. Each histogram has 256 bins per channel,
resulting in a 16.7 million degrees of freedom (256%), thus,

“https://github.com/nenadmarkus/pico

it represents a 3D histogram where the pixel intensity varies
from black (RGB = 0,0, 0) to white (RGB = 255, 255, 255).
According to Kawulok et al. [31], the reduction of bins per
channel improves the algorithm speed and promotes better
histogram models. Therefore, in this work, we adopted 64 bins
per channel.

As previously stated, the skin and non-skin color models
are built using an image dataset. In our case, we used Jones
& Rehg dataset [24] and ECU dataset [20]. Those models are
computed once, and then they are used to detect skin for a
new input. Afterwards, a comparison between the image and
the corresponding mask is performed as follows: for each skin
color that appears in the image, an increment of one is done for
the correspondent bin at the skin histogram. The same process
is repeated to non-skin colors in the non-skin histogram.

The skin detection problem is formalized as following:
given a set of images I = {i1,42,...,%,} and a function
«, such that

a:l—>H (D

where i; = {vg]|0 < v, < 255}, and H = {z]|0 < z < 1}.
The function @ computes the relative frequency distribution
(RFD), RFD = {fi|fi € H,0 <1 < 63}, for all pixel values,
vk € 4. Such that,

e 120

e 2 fi=1

In order to classify a pixel value, vy, as being skin (or not
skin), one may apply the function ~, for each v;, € ;.
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Fig. 2. Example of proposed algorithm application.

vii; = Q (2)

where () = {—1,1}, and 1 means is skin, —1 is not skin.
The probability of a pixel value comes from a skin (or not
skin) image is given by function §(vx, @), as in Equation 3.

§: (v, Q) = H (3)
where

(2 S M —knr) =1 -,

and 1{.} is the indicator function, so that 1{true} = 1 and
1{false} = 0, X is the quantity of pixels in all images. In
Equation 4, m is the number of images, and K is the number
of pixels for each image. Similarly for not skin, the Equation 5
may be computed.

O(vg, 1) =

(0o S o 1{ij(n) = k Ay(vp) = —1})

X
&)
Conditional probabilities and Bayes Theorem may be ap-
plied as in Equations 6 and 7 to obtain a parametrization
of the probability of occurence of a given pixel value, vy,
given the observation of it being skin, v(vg) = 1, or not skin,

Y(og) = —1.

(5(Uk, —].) =

5(%‘ = vy, y(v) = 1)
P(y(vk) = 1)

6(i; = v, y(vg) =
P(y(v) = —1)

(6)

P(ugly(vg) =1) =

-1) = —1)

P(vg|y(vi) = (7)

In Equations 6 and 7, P(v(vg) =
—1) > 0.

Finally, the decision threshold is computed by function 7 :
(©,R) — @ as in Equation 8, with R being a conditional
probability ratio and © a given threshold.

1) > 0 and P(y(vx) =

if R>0

1
O.R ={ M= 8
(6. R) {o JifR<®. ®)

In Equation 8, R = % If 7(©,R) = 1, the
pixel is considered as a skin pixel, and if 7(6©, R) = 0, the
pixel is considered as a non- skin pixel.

The threshold © as reported by Jones and Rehg [24] is
obtained by the trade-off of the correct and false detections
from the ROC curve, which is a graphical plot that illustrates
the performance of the detector as its threshold varies [32]. In
this case, © is the optimal threshold value extracted from the
ROC Curve.

C. Skin Percentage Evaluation

The module for skin percentage evaluation is responsible
for checking whether or not a face candidate should be kept
or deleted from the face candidate list based on a given skin
ratio threshold (T). Given an image, ¢;, and the previously
defined functions, the decision for a given skin ratio threshold
is computed by Equation 9.

i Zn o Wij(n)=kAT(vy)=1}
(Z o WHij(n)=kAT(vk)=0})+e —
0 , otherwise.

1

T

v(ij) =



where K is the quantity of image pixels, 1{.} is the indicator
function, and € is a small real number (e.g., 0.0000001) to
guarantee that the ratio will be a real number even when there
is no pixel classified as non-skin.

IV. EXPERIMENTS AND RESULTS

In this section, we describe in subsection IV-A the details
of how our experiments were conducted. In subsection IV-B,
we detail the experimental results with a discussion of the
proposed method performance, and its statistical analysis.

A. Experimental Setup

We used the FDDB dataset [25] to evaluate the performance
of our method. This dataset contains 2,845 images with a total
of 5,171 faces, both grayscale and color images. The ground
truth is composed of manually annotated faces localized using
rectangular and ellipse regions. Furthermore, since our skin
detection uses RGB color space to generate the color models,
we modified the FDDB dataset to fit our approach. Therefore,
we semi-automatically removed all the grayscale images in
the dataset and their correspondent annotated faces, resulting
in 2,793 images with a total of 5,060 faces.

The experiments were conducted by fine-tuning the parame-
ters of the modules from our algorithm. The tuned parameters
were: face detector, skin train dataset and its optimal ©, and
the T wvalues. For the Face Detection module, we used the
two following detectors: Viola-Jones and PICO, which were
described in Section III.

For the Skin Detection module, in the training phase, the
experiments were carried out for two datasets, namely: Jones
& Rehg dataset and ECU dataset. Jones & Rehg dataset
originally contains 13,640 images with a total of 8,965 non-
skin images and 4,675 skin images, and the ECU dataset
contains 4,000 images. In our work, we used 6,839 images
from Jones & Rehg dataset with a total of 4,511 non-skin
images and 2,328 skin images and 2,000 images from the ECU
dataset to generate the models. We also had to experimentally
compute the optimal thresholds © for both datasets. The
threshold is based on the trade-off of the correct and false
detections from the ROC curve, which is done using different
images for the training and the testing phases. In other words,
to excerpt the optimal thresholds © it is necessary to train
and test the skin detector. Later, we ended up with © =
0.9 using Jones & Rehg dataset and © = 1.3 using ECU
dataset. Afterwards, the changes in this module were to select
a training dataset and a threshold value for the O.

For the Skin Percentage module, we used the following
values for Y: 5%, 10%, 15%, 20% and 40%. Empirically,
we verified that the T values above 40% drastically reduced
the number of positive detections. That occurred because, in
general, the skin pixels from the detected face occupies less
than 50% in the rectangular detection from the the Viola-Jones
and PICO face detectors. Thus, Y values above 40% were not
considered.

Finally, each experiment was conducted by the following
procedures: 1) select a face detector, 2) select a dataset for
skin detection training and a threshold value for ©, and 3)
perform the skin percentage evaluation for all Y values. Then,
we compare the results of our face detector algorithm with the
original Viola-Jones and PICO face detectors. All the analysis
were done using a workstation equipped with an Intel Core i7-
3632QM 2.2 GHz (8 GB RAM) processor, Windows 10 Home
(64 bits), and the codes were implemented in C++ language
using OpenCV? library.
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B. Results

We computed the ROC curve, TPR, FP, Precision or Positive
Predictive Value (PPV), Fl-score, and AUC of our experi-
ments. Initially, we measured those rates and plot the curves
for our method (OM) using the Viola-Jones, also shown as
Haar or H in the Figure 3, and PICO as face detectors showed
as P in Figure 3. Then, we compared the results without OM.
The AUCs were measured for the best FP behaviors from OM
in all cases were for T equals to 40%. Thus, all curves were
limited to that number of FPs for this metric.

We present the statistical results of our experiments in
Table I. The first row shows the reference results for the Viola-
Jones and PICO face as face detectors without using OM.
The other rows present the results for a specific skin dataset
training and a specific T value. For example, ECU-OM-5 is
an experiment conducted with ECU as a skin dataset training
using our method with T equals to 5%.

The application of OM improved the PPV and reduced the
number of FPs in all cases. The best values are in bold on the
Table I, and the best case scenario improved the Precision rate
in ~ 5% reducing in 201 the number of FPs, which represents
53% of FPs that the original detector hit. The drawback of
our approach is that the improvement of the PPV reduced the
TPR in the experiments. This happened because in the FDDB
dataset there are very small an occluded annotated faces with
only a small part of the face visible in the image [18]. Due that,

Shttp://opencv.org/



EXPERIMENTAL STATISTICAL RESULTS.

TABLE I

Face detector Viola-Jones PICO
Statistics
TPR FP PPV Fl-Score AUC | TPR FP PPV Fl-Score AUC
Methods

Reference 67.3 376 90.1 77.0 0.53 70.1 285  92.6 79.8 0.62
ECU-OM-5 66.7 288 92.1 77.4 0.53 69.4 248 926 79.7 0.61
ECU-OM-10 664 265 927 77.4 0.53 69.1 235 934 79.6 0.61
ECU-OM-15 66.1 245 932 77.4 0.53 68.9 224 940 79.5 0.61
ECU-OM-20 658 224 937 77.3 0.53 684 219 94.1 79.2 0.60
ECU-OM-40 62.4 179  94.6 75.2 0.54 64.3 176 94.9 76.6 0.57
Jones & Rehg-OM-5 66.6 290 934 773 0.53 695 249 934 79.7 0.62
Jones & Rehg-OM-10 66.5 269 937 77.4 0.53 694 240 936 79.7 0.62
Jones & Rehg-OM-15 66.0 249 940 77.2 0.53 69.3 232 938 79.7 0.62
Jones & Rehg-OM-20 65.7 235 94.1 77.1 0.53 69.1 224 94.0 79.7 0.61
Jones & Rehg-OM-40 62.9 175 949 75.6 0.54 67.0 190  94.7 78.5 0.60

when detected, these face candidates were too small compared
with the rectangular ROI drew around the face, resulting in
skin percentage levels for much lower than the T used in this
work. Therefore, they were rejected by the skin percentage
evaluation.

Our method had the best AUC and Fl-score along the
experiments with the Viola-Jones, being very close to the
original detector when the PICO was used as face detector.
Thus, that confirms we had improved the performance of weak
detectors.

The ROC curves are shown in Figures 4 and 5. These
curves show the performance of the detectors for different
face confidence thresholds and the limited curves for the AUC
calculation, respectively. It is possible to see that when the
number of FP increases, the performance of OM is worse than
the regular face detectors. However, in the best case scenarios,
when the Precision of OM is the greatest one, the behavior of
the ROC curves looks like the same or have better performance
than the regular face detectors.

In Figure 3 we present a bar plot comparing the Precision
of the face detectors with and without OM. Each block in
the graph represents the comparison of five rows for one face
detector from Table I, as follows: H-Jones-0.9 indicates that
was used Viola-Jones as face detector with Jones & Rehg skin
dataset training, with © equals to 0.9. Also, each bar represents
a precision value for one T using our algorithm.

From Figure 3 we conclude that the PPV from the exper-
iments using OM with Viola-Jones, when compared with the
reference values, were more effective than the experiments
using OM with PICO. That happened because the Viola-Jones
algorithm is less robust than the PICO, and therefore it is more
sensitive to adjustments. Hence, the weak detectors had better
performance using OM again.

Another point to consider from the bar plot graph in Figure 3
is the PPV value using Viola-Jones and T equals to 40% is
greater than the reference PICO Precision. Thereby, using the

PPV perspective, our method allows using a weak face detector
with the same hit fidelity to a more robust face detector as the
PICO.

V. CONCLUSION

In this paper, we introduced an improvement for face
detection exploring skin features post-processing. We remark
that a simple constraint was used to analyze the influence of
a threshold obtained by the ratio among quantities of skin and
non-skin pixels. Our experimental results showed a large drop
in the number of false positives, reducing in 53%, while the
precision rate was elevated in almost 5% when the Viola-Jones
was used as face detector. Furthermore, we noted that weak
face detector algorithms, i.e. Viola-Jones, when submitted to
our method, had their precision rate greater than more robust
algorithms.

Additionally, we brought a significant statistical analysis
under different conditions for face detector and skin detectors,
using complex datasets, such as the FDDB. For future works,
we suggest employing an illumination correction algorithm
and the investigation of skin detection approach based on
robust features, such as Local Binary Patterns (LBP) [33].
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