Reactive Agents in Behavioral Animation
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Abstract. This paper presents actors in behavioral animation as being reactive autonomous agents in a
virtual environment. The principles underlying the proposed model are cognition, emergence, situatedness,
recursion and cooperation. Also the model is based on a cognitive architecture where both controlled and
automatic procedures coexist. An animated sequence of a navigation scene is generated by a prototype.

Introduction

In behavioral animation characters have personality and
talent. In this case, the performance of a character
emerges from its own beliefs, intentions, humor, fears,
feelings and interactions with other actors. The animator
becomes a director rather than a keyframe designer.
Strictly speaking the animator becomes a meta-animator
as pointed out by Craig Reynolds [Reynolds, 1987].

The notion of behavioral animation can be traced
back to Zeltzer’s provocative paper on knowledge-based
animation [Zeltzer, 1983] and reconstructed from a
number of concepts, such as: task-oriented animation
[Zeltzer, 1985], distributed behavioral models
[Reynolds, 1987], synthetic actors [Magnenat-Thalmann
and Thalmann, 1991], stimulus-response models
[Wilhelms, 1990], synthetic vision for behavioral actors
[Renault et al., 1990], ecosystem simulation [Tu, 1994]
and virtual creatures generated by genetic algorithms
[Sims, 1994]. Generally speaking, the authors believe
that behavioral animation shares its problems with those
found in artificial intelligence, robotics and artificial life
[Maes, 1990] [Levy, 1992] [Langton, 1994].

One of the basic assumptions in this paper is that
performing before an audience is, in essence, a question
of planning. However, traditional Al-based planning
programs are not reactive systems and, consequently,
cannot cope with the continuity, surprises, interactions
and ongoing history of the real world. This paper
presents an innovative architecture for behavioral
animation systems based on reactive autonomous agents
that perform in a virtual environment. Furthermore, the
proposed architecture is inspired in the mental models
found in the cognitive science, where both controlled

and automatic procedures coexist. In this paper,
automatic procedures represent reactive processes and
break with Al traditional paradigms.

In this paper, agents represent any actor, such as
characters, decorative objects, cameras, lights or even
more abstract entities such as the story. The feasibility
of the proposed architecture is illustrated by a prototype
that is able of creating simple navigation scenes.

Agents

Agent technology has being applied in distributed Al
[Bond and Gasser, 1988], in groupware [Baecker,
1993], in virtual environments [Bates et al, 1992] and in
robotics  [Brooks, 1990]. Also  agent-oriented
programming has been proposed as a post-object
paradigm [Shoham, 1993]. Agent theory is not mature
yet and leads to several definitions of agents and their
properties. A complete survey on agent theories,
architectures and languages can be found elsewhere
[Wooldridge and Jennings, 1994].

In this work, the authors define agents as active
objects described by the intentional stance. Indeed the
notion of agency is bound to that of action. Therefore,
agents are active objects, because they originate actions
that affect their environment. This is an important aspect
for behavioral animation, because actors are characters
that act without the animator’s intervention. To ascribe
the intentional stance to agents means that they possess
beliefs and desires. Also this is a significant aspect in
dealing with behavioral animation, because the actions
performed by the characters result from their intentions.

Intention can be formally defined in terms of non-
classical logic, such as the multi-modal logic proposed
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by Cohen and Levesque for their rational agents [Cohen
and Levesque, 1990]. However, this is not within the
scope of the present work.

There are three approaches to build agent-based
computer systems: deliberative, reactive and hybrid
architectures. The deliberative architecture is based on
the classical symbolic Al paradigm. Examples of this
approach can be found in [Wood, 1993] and [Vere and
Bickmore, 1990]. In this case, the symbolic model of
the world is explicitly represented and the agents act via
explicit logical reasoning. Usually, in this approach, an
Al planning system is the central component of the
agent. This architecture, however, has several
drawbacks: (1) the frame problem renders the
knowledge difficult to represent in practice; (2) it is
computationally inefficient; (3) it cannot cope with
unpredictable events such as the actions of other agents;
(4) it always requires that plans be too detailed,
although one generally acknowledges that no system
could produce completely detailed plans in domains of
realistic complexity [Agre and Chapman, 1989].
Therefore, alternative approaches to agent architectures
have been proposed.

The reactive architecture is an alternative approach
that breaks with the traditional symbolic Al paradigm.
This sort of architecture is strongly advocated by
Rodney Brooks who claims that intelligence can emerge
without  having explicit manipulable internal
representation or explicit reasoning systems [Brooks,
1991]. This architecture is based on reactive agents that
must respond dynamically to changes in their
environment.

The hybrid architecture attempts to harmonize the
classical architecture with the reactive approach [Arkin,
1990] [Georgeff, Lansky and Schoppers, 1987]. The
present work proposes a hybrid architecture for
autonomous agents in a virtual environment. However,
the emphasis of this work is on the reactive side of the
hybrid architecture.

The authors believe that a special agent language
for behavioral animation should be developed.
However, this is an issue not yet fully investigated by
the authors.

The Proposed Agency Principles

The principles underlying the proposed reactive agent
model are: cognition, emergence, situatedness, recursion
and cooperation. Most of theses principles are inspired
from Rodney Brooks’ work [Brooks, 1991].

By adopting cognition as one of the cornerstones of
the model, the authors state that any agent architecture
should be influenced by human models of mind. This is
important not only because some animation characters
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are human-like (with emotion, desire and beliefs), but
also because this is a new tendency in computer
architecture.

The principle of emergence states that the
intelligence of the agent system emerges from the
interaction of agents among themselves and with their
environment [Steels, 1990]. As pointed by Rodney
Brooks: “It is hard to identify the seat of intelligence
within any system, as intelligence is produced by the
interactions of many components. Intelligence can only
be determined by the total behavior of the system and
how that behavior appears in relation to the
environment. The key idea from emergence is:
Intelligence is in the eye of the observer” [Brooks, 1991,
p.16]. This principle can also be identified in the work
by Minsky where he proposes that intelligence emerges
from a society of mindless agents [Minsky, 1987].

Situatedness is an idea proposed by Rodney
Brooks [Brooks, 1991] who claims that the agent’s
intelligence is situated in the world and not in any
formal model of the world built in the agent. Therefore,
an agent uses its perception of the world rather than
deductions based on a symbolic representation of this
world (such as those found in theorem provers or expert
systems). This is a dramatic change from the traditional
Al paradigm. However, the authors believe that this
change is of the utmost importance for behavioral
animation. Maintaining the traditional Al paradigm
means that behavioral actors will always have access to
direct and perfect perceptions/actions and, consequently,
no external world will really exist with its continuity,
surprises and ongoing history.

Recursive structure and agent cooperation are
principles attached to the object nature of the agents. In
this view, an agent is built by sub-agents that have the
same structure. Furthermore, agents work cooperatively
distributing tasks, interchanging messages and sharing
databases.

The Proposed Reactive Agent Architecture

In the proposed architecture, actors are reactive agents
with the structure presented in Fig. 1. Actually, actors
are motors which are themselves actors with the same
structure. This focus on motors is the essence of
animation, where characters are constantly performing
actions and changing their environment.

The Sensory Centre has two kinds of basic
functions: (1) functions to send and receive messages;
(2) sensory perception functions. An agent is activated
by a message sent by its parent-agent. Most of the time,
this message is passed to the agents’ motors by the
cognition centre, in order to distribute tasks. A motor
always reports success or failure to the agent that called
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it. This interchanging of messages is the basis for the
cooperative work. The other kind of basic function, i.e.
the sensory perception function, detects events in the
virtual environment associated to vision, hearing and
touch.

Fig.1 The actor structure

A simple example of a vision function for a
navigation scene can be illustrated by Fig. 2, where fdir
points to the direction of the movement and a is the
vision angle. An object is detected if it enters the view
volume and is not occluded by another object. A very
simple detection method can be implemented by
calculating the angle B of the vector tobj (obtained by
the inner product). A more complex method is the
intersection calculation between the view volume and
the 3D object. Visibility also depends on the module of
tobj. Stereoscopic vision is not required because the
distances between objects can be calculated
straightforwardly. Also no pattern recognition is
required because the list of the objects is available to the
character. These two latter facilities clearly illustrate the
advantages of working with virtual characters instead of
real robots.

Character

Fig.2 Simple vision function
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The architecture for the Cognition Centre and the
LTM (Large Term Memory) is inspired in the results of
the cognitive science [Stillings et al, 1987]. The LTM is
a declarative memory with facts specified by the
animator and facts perceived by the character during its
existence in the virtual environment. These facts are,
however, inert structures that should be operated by
processes in the Cognition Centre. Processes are
procedural knowledge of two types: controlled and
automatic procedures (Fig.3). Controlled procedures
require conscious attention like an interpreter.
Automatic procedures are like compiled programs
automatically triggered by events or goals. The Logical
Procedures in Fig.3 are sentences in mathematical logic.
They are used in situations where deductive thought is
required in specific domains. General path-planning
with low degree of details is usually done by logical
procedures. A previous work done by the first two
authors [Feijé and Costa, 1993] is an example of how to
use logic in behavioral animation.

PROCESSES

[ |

Controlled Proceduril rAutomatic ProceduresJ
Logical Learned Behavioral
Procedures Procedures Functions

Fig.3 Processes in the Cognition Centre

Learned Procedures are reactive plans encoded as
compiled programs. In this context, there is no
distinction between planner and executor. These plans
are continuously revised and, consequently, can adapt
themselves to unexpected events. The name Learned
Procedure comes from the fact that these procedures
represent learned skills with no need for conscious
attention.

In a navigation example, the learned procedure
MoveTo is capable of taking a character from its
position fpos to a specific location tpos, avoiding
obstacles if any. Fig.4 shows a character making a
detour to avoid an obstacle by first calling the sub-agent
FACE to point the character to a new direction and then
calling the sub-agent MOVE to move it along a straight
line. This procedure requires recursive calls to MoveTo,
because new obstacles can appear any time in the way.
The vector tpos is in the LTM.

The piece of C code in Fig.5 illustrates the learned
procedure MoveTo.
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character ‘ tpos

\obstacle

character

fpos
Fig.4 Character making a detour around an obstacle

answer_message_ MoveTo (move_to_ *move _to)
/* return if agent reaches the target i
{ if(fpos(move_to) == tpos(move_to))
{ answer_message.type = SUCCESS;
return(answer_message);

}
/* compute direction of the movement */
tdir = tpos(move_to) - fpos(move_to);
/¥ set up messages and call face */

send_message.type = FACE;

send_message.data = tdir;

answer_message = *(answer_message(sensory_centre(
face(move_to)))) (face(move_to),
send_message);

/* in case of success set up messages and call move */

if(answer_message.type == SUCCESS)
{ send_message.type = MOVE;
send_message.data = tpos(move_to);
answer_message = *(answer_message(sensory_centre(
move(move_to)))) (move(move_to),
send_message);
/* in case of fiding obstacles, reports failure */
if(answer_message.type == FAIL)
{ aux_tpos = tpos(move_to)
obj_pos = answer_message.data  /* obstacle pos */
tpos(move_to) = calc_new_tpos(fpos(move_to),
obj_pos);

/* recursive call to MoveTo */
answer_message = MoveTo(move_to);
if(answer_message.type == SUCCESS)

{ tpos(move_to) = aux_tpos;
answer_message = MoveTo(move_to)
¥
}
}

return (answer_message);

}
Fig.5 Procedure MoveTo

Learned procedures are not based on traditional Al
techniques. They are compiled programs that are very
efficient. Also there is no need for explanation-based
reasoning. Learned procedures implement the reactive
behavior of the characters in the same spirit proposed by
[Georgeff, Lansky and Schoppers, 1987] and [Brooks,
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1991]. The agents are driven by their learned procedures
and the intelligence they exhibit is a result of the
interactions that occur within the virtual environment.
The principles of emergence and situatedness are
satisfied by the learned procedures.

Behavior functions are primitive forms of
automatic procedures defined by a single expression.
They are used by agents that should react in a stimulus-
response basis. Sometimes simple creatures are defined
by a single agent and just one behavioral function, such
as a very small insect flying around a lamp.

The Body contains information about the physical
structure of the character to which the agent belongs.
Only the agents in the very low end of the hierarchy tree
contains this sort of information.

Usually an agent has certain parts always empty.
Decoration objects, -for instance, usually have only
bodies and no cognition or sensory centres. The agent
controlling the human gait only has a sensory centre (to
receive stimulus), a behavioral function (to perform the
gait) and a body.

The LTM of an agent is in fact a window to a vast
area of factual data, reminding to a certain extent the
classical blackboard technique in Al [Hayes-Roth,
1985]. Sometimes there are facts that are common to
more than one agent. Only a especial agent called the
Universal Agent has the consciousness of the entire
factual data base. The Universal agent is on the top of
the hierarchy and is in contact with the user.

The reactive capacity of the virtual environment is
defined by a time step called the system clock. After
each clock the system has the opportunity of checking if
any event happened and then it takes the necessary
steps. Similarly to -the case of time stepping in
numerical integration, large clocks degenerate the
reactive response of the system. Different agents with
different accelerations have the same clock. In this case,
the difference relies on the amount of displacement
steps or rotation steps performed by the agent during the
clock.

Example of Moving in a House

A character that is capable of moving itself in a house
can be built by the agents presented in Fig.6.

The agent go_to moves the character around a
house, once the map is known. This agent has a logical
procedure to generate a high-level plan (with no details)
based on mathematical logic. For instance, a possible
plan to go from the room C to the room B in Fig.7 could
be “go from room C to hall H through door ¢ and then
go from hall H to room B through door b”.

The agent move_to takes the character to a specific
position, avoiding collision with obstacles if necessary.
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The agent face points the character to a new direction in
order to avoid a collision. The agent move takes the
character to a certain position along a straight line. This
agent has a vision function in its sensory centre in order
to detect obstacles.

| Universal Agent I

trans_delta

turn_delta

lock_checke

lock checke

Fig.6 An agent hierarchy for navigation

A B

Fig.7 A simple map for navigation

The agents turn_delta and trans_delta perform a
single rotation step and a single translation step during
one system clock several times. Learned procedures
determine the size of these primitive movements. In the
example implemented by the authors, the size of the
primitive movements is constant and arbitrary. After
each clock, in a more complex case, these learned
procedures could read the positions of their agents from
the dynamic analysis performed by a physics-based
model associated with the character’s body.

After each clock, the agent clock_checker looks
for any event occurrence in the virtual environment.
This agent will stop and send messages back to its
parent if an event threatens the plan. These messages go
up in the hierarchy, from agent to agent, until the

appropriate agent takes the necessary steps.
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A prototype was built by the authors and the
example of a character moving in a house was tested.
Figs 8, 9 and 10 show a kid avoiding a toy resting on
the floor and executing the plan of going to the farthest
room in the house. The animated sequence was rendered
using the script language available in 3D Studio.

Conclusions

The authors have demonstrated an innovative
architecture for behavioral animation systems based on
reactive autonomous agents living in a virtual
environment. This component-oriented approach
revealed an efficient and easy way of creating
cooperative work among agents and satisfying the
principles of emergence and situatedness.

However, the prototype should be improved
towards more complex animation and actors. Also there
are several theoretical topics for future work. The
animator could use a library of agents to set up a scene
or even still the entire story. He/she could also use the
library to create a new character. These ambitious steps
require, however, to solve problems of reusing
components. Furthermore, an agent language should be
developed.

A formal method to support the learned procedures
is also required. In this context, the concept of
procedural logic by [Georgeff et al., 1985] might be a
good start. A more expressive LTM should also be
investigated with levels of activation attached to factual
data. Furthermore, an emotion generator should be
incorporated to the cognition centre.
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