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Abstract.

Metamorphosis is simply a complete change of shape, structure or substance of one

object into another (Webster, 1989). This kind of transformation is a very effective tool that has
been widely used by the film and video industry. In this paper we give a conceptual overview
of the metamorphosis problem and define precisely the meaning of image metamorphosis (also
called image morphing). We analyze existing morphing techniques under this conceptual frame-
work, and propose a new technique that explores some advantages of different existing methods.
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1 Introduction

Metamorphosis is present in the everyday evolution
of forms and shapes. It has been used for decades in
the film industry, and more recently in the video in-
dustry. Real world metamorphosis sequences of very
slow processes can be done by taking time spaced
shots and showing them in a regular frame rate.

The use of metamorphosis in the entertainment
industry dates back from the old cross-dissolve tech-
nique that consists in the superposition of one image
fade out sequence, with a fading in sequence of the
new shape. More recently, computer graphics and
image processing techniques have made it possible
to create a large amount of more convincing meta-
morphosis effects. In this paper we will discuss both
the conceptual and practical aspects of image meta-
morphosis, also known as image morphing.

The structure of the paper is as follows: in
section 2 we discuss space deformations and k-
parameter transformation groups; in section 3 we ap-
ply the results of the previous section to study image
transformations; in section 4 we study image morph-
ing; in section 5 we discuss different techniques for
image warping that are useful in the construction
of image morphing sequences; in section 6 we dis-
cuss some implementation issues in a morphing sys-

tem and show some results of an implemented image
morphing technique. Finally in section 7 we con-
clude with some general remarks and possible future
works.

2 Space Deformations

In this paper space means a vector space. The eu-
clidean n-dimensional space will be denoted by R”;
for n = 2 we have the plane and for n = 3, we capture
the mathematical abstraction of the usual 3 D-space.
We are interested in the deformation of objects in the
space. This can be achieved in two different ways:

e space deformations;

e intrinsic deformations.

A space deformation, also called global deforma-
tion, of the space, is a map T : R®™ — R”. An
intrinsic deformation changes the object geometry
or topology without affecting the surrounding space.
Very common global deformations are linear maps,
and in particular the rigid motions of the space. A
simple, but effective, family of non-linear global de"
formations of the space, with applications to model-
ing, can be found in (Barr, 1984). Non-linear global
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deformations are much more flexible in the applica-
tions, but they are harder to specify and computa-
tionally much more expensive.

Global deformations are, in general, used to
change the shape of solid objects of the space; in-
trinsic deformations are used to reshape non-solid
objects in the space (e.g. curves and surfaces);

Animation. In most applications we are indeed
interested in observing the intermediate states of the
metamorphosis sequence between two objects. For
this purpose, instead of the final deformation, we
need a family of intermediate transformations.

This is well captured by the mathematical con-
cept of group of transformations. A k-parameter
group of transformations of the space R™ is a map
T-R™ x R¥ — R™. For each vector vy of R, k coor-
dinates, we get a transformation Ty,: R™ — R". The
transformation group is continuous (differentiable) if
the map T is continuous (differentiable). In most of
the applications in the film and video industry we
have a one-parameter group of transformation (i.e.
R = R) and the one-dimensional parameter, t, is
interpreted as being the time. By properly discretiz-
ing the time parameter, t, we get an animated mor-
phing sequence with the desired frame rate. Also,
for most applications we need at least a continuous
family in order to get a pleasant morphing animation
sequence.

Given two objects @; and O in the space a
metamorphosis, or simply morphing, is a continu-
ous k parameter group of transformations, such that
there exists two different parameters vector vo and
vy, satisfying Ty, (01) = 01, and Ty, (02) = O3. In-
tuitively the object @ is continuously deformed into
the object O, with k degrees of freedom.

In this work we are interested in digital image
morphing. In order to understand this problem prop-
erly, we must first understand a good mathematical
model of the image space.

3 Image transformations

For our purposes, an adequate mathematical model
is to consider an image as a function f:U C R* = C,
where U is a subset of the plane R? and C is a vec-
tor space (in general a finite dimensional color space
representation). In order to represent such an image
model in the computer, U and C are discretized and
some digital coding scheme is used. This codified
and discretized image is called digital image (Rosen-
feld and Kak, 1976).

The space of images, Z, is therefore a space of
functions, f:U C R? — C, and has a natural vector
space structure. A group of transformations on the
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image space Z is a family of transformations that
map one image function into another.

If U is the domain of an image function f and
(z,y) are the coordinates of a pixel on some coordi-
nate system of U, the image function is completely
characterized by its values f(z,y), (z,y) € U. There-
fore an image transformation is accomplished by
changing either the function domain, domain trans-
formation, or the function values, color transforma-
tion.

The first kind of transformation is called image
warping in the literature (Wolberg, 1990). It is used
in dozens of special effects in the film and video in-
dustry (e.g. the Ampex Digital Optics box, ADO,
uses a projective warping of the image). The second
kind, color transformation, also has widespread use
in the film and video industry (e.g. cross-dissolve be-
tween two images and color-map manipulation tech-
niques)

3.1 Image Warping

The diagram in Figure 1 clarifies the image warping
transformation. In general U = V, and the map g
is a diffeomorphism that performs a change of coor-
dinates in the image domain. Each pixel (u;,u2) in
U is associated with a pixel (v1,vz) in the domain
V, such that (v;,v2) = g(u1,u2). In some applica-
tions g is not a diffeomorphism, therefore we do not
have a “good” change of coordinates, and much more
difficulties arise to work with.

<

Figure 1: Commutative diagram illustrating the
1

warp, fog~!, of the image f by a deformation g.

Direct and Inverse Mapping. There are two
ways to compute the pixels values under the trans-
formation g: direct and inverse mapping. In the first
case g is applied to each pixel of the image domain U
in order to find its coordinates on the image domain
V. Inverse mapping, on the other, hand works back-
wards: for each pixel coordinate in the discretized
image domain V, we look for the pixels in the do-
main U such that when transformed by g overlap
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with the area of the original pixel. Inverse mapping
is more effective because it assures that every output
pixel is computed and no work is wasted in comput-
ing unnecessary pixels. For more details the reader
should consult (Wolberg, 1990).

Aliasing. In a digital image the pixel is not re-
ally the mathematical abstraction of a point in the
plane, but it occupies a finite area in the image do-
main. Therefore, even when the warp function g is
a diffeomorphism, the pixels overlap when they un-
dergo the transformation: several pixels are mapped
to one pixel. Also, numerical errors arise in the com-
putation of the image warping. In order to minimize
these problems, it would be desirable to work with a
continuous version of the image, i.e. non-discretized
domain and non-quantized color space. Very delicate
problems arise in this context involving the pipeline
of operations

discretize — reconstruct — transform — sample

with the image. An elementary discussion of these
problems can be found in (Gomes e Velho, 1992).
For a more detailed study the reader should consult
(Wolberg, 1990).

3.2 Color transformation

The diagram in Figure 2 illustrates a color transfor-
mation h of an image f. The domain U of the im-
age remains unchanged, and the color space is trans-
formed into a new one D. In general D = C and h
is just a deformation of the color space C.

hof

Figure 2: Commutative diagram illustrating the
warp, fog, of the image f by a deformation g.

A very useful color transformation technique is
the cross-dissolve. Given two images f(z,y) and
g(z,y), a cross-dissolve between them is a one-
parameter group of transformations of the image
color space

T(z,y,t) = G(z,y,t).f(z,y) + H(z,y,t).9(z,y),
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such that G(z,y,0) = 1, H(z,y,0) =0, G(z,y,1) =
0, H(z,y,1) = 1, and G(z,y,t) + H(z,y,t) = 1, for
all t.

Note that the above equation explores the vector
space structure of the color space. The functions G
and H simply interpolate between the color values
of the image pixels. The dependence of G and H
on the pixel coordinates (z,y) enable us to get an
adaptive cross-dissolve between the two images, that
is, the rate of change of each pixel color depends on
the pixel coordinates. In most of the applications a
linear, non-adaptive, cross-dissolve is used. In this
case we have

G(z,y,t)=1—-t and H(z,y,t)=t.

4 Image Morphing

Let’s first summarize our morphing definition for im-
age morphing. Given two digital images f,g:U C
R2 — C, a morphing between them is a continuous k-
parameter group of transformations, 7:Z x R¥ — C,
of the image space Z, such that for some vector
parameters vg and v; we have T(f,vo) = f and
T(g,v1) = g. When k = 1, that is R¥ = R, the group
parameter is denoted by ¢, and is interpreted as time.
In this case by a simple reparameterization we may
suppose that vg = to = 0 and v; = t; = 1. In order
to obtain a finite representation of the morphing be-
tween two images we must discretize the parameter
group R*, obtaining a finite sequence of images

f = T(f,vo) = T(f,v1)— - —
_'T(f, vn—l) —’T(f, v,,) =

When exhibited with the desired frame rate, the
above sequence produces an animation of the mor-
phing transformation between f and g.

Since a morphing transforms one image into an-
other one, it performs both an image warping and
a color transformation. In general the morphing is
done in an uncoupled way: the image warping ac-
complishes an alignment phase, where each pixel of
the source image changes until its coordinates are
the same as those of the corresponding pixel in the
target image; color transformation then changes the
pixel values source image to those of the target im-
age. In practice a linear cross-dissolve gives reason-
able results in the color transformation.

4.1 Morphing Animated Sequences

Intuitively an image morphing accomplishes a con-
tinuous deformation between two images with k de-
grees of freedom. These degrees of freedom can be in-
terpreted in different ways in the applications. When
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k = 1, the parameter is interpreted as time, and we
obtain a deformation between two fixed images (ge-
ometrically we have a continuous path on the im-
age space that starts at one image and finishes at
the other one). Although the morphing of fixed im-
ages is an interesting effect, it still lacks the natural
movement in an animated sequence: a moving sub-
Jject must stop, metamorphose, and then continue its
movement with the new shape. In order to avoid
this, we must be able to do morphing of animated
sequences. This can be formalized by using a 2-
parameter group of transformations, as will be ex-
plained in the next paragraph.

Morphing of two animated sequences can be in-
terpreted as morphing with two degrees of freedom
T:I x R? — I. Consider two images f, g, and pa-
rameter vector (u,v) defined on the plane domain
[uo, u1] x [vo,v1]. Starting with f and fixing the
parameter v = vy we get an animated sequence,
T(f,u,vo), that begins with T'(f, ug,vo) and ends at
the image T'(f, u1, vo). In an analogous way, starting
with the image g and fixing the parameter v = v; we
get an animated sequence, T'(f,u,v;), that begins
with T'(f, uo, v1) and ends at the image T'(f,u1,v;).
Now for each fixed value, u, of the parameter u we
have a group of deformation with one parameter v,
T(-,4,v), that performs a morphing between the im-
ages T'(f,u,vo) and T(g,4, v;) of the two animation
sequences defined above. For any continuous path
7(t) of the parameter space [ug,u;] x [vo,v;] such
that v(0) = (4o, vo) and (1) = (u;,v;) the one pa-
rameter group of transformations G(-,t) = T(-, ¥(t))
performs an animated morphing between the two an-
imated sequences above.

Geometrically the abdve computations are easy
to understand: The two parameter group of transfor-
mation, T'(-, u, v), defines a parameterized surface of
the image space Z, and a morphing of two animated
sequences is defined by a path on this surface. There
are many choices of the morphing path. A natural
choice is to get the diagonal path, as illustrated in
figure 3.

5 Image Warping Techniques

As stated before, the color transformation in a mor-
phing sequence is in general accomplished by an
straightforward cross-dissolve. It is the warping
phase that will dictate the quality and the perfor-
mance of the morphing rendering. The specification
of a generic image warping can be done in several
ways, and the choice of a particular method will in-
fluence both the user interface and the deformation
algorithm.
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Figure 3: Animated sequences morphing: The first
and last columns represent two animated sequences.
FEach row represents a morphing sequence between the
two extremes. The highlighted bozes along the diag-
onal are a possible animated morphing sequence.

An image warping can be specified by a map-
ping function that establishes a spatial correspon-
dence between all points in the input image and in
the deformed image. Among the well known map-
pings, are the projective transformations, which are
usually described simply by an homogeneous trans-
formation matrix. In practice, however, much more
powerful mapping functions are needed, with, natu-
rally, much more complex descriptions, which must
still be relatively easy to manipulate.

By using some kind of local control on the trans-
formation, we are able to map distinguished features
in one image into distinguished features on the other
image. This is an important issue in order to apply
the warping technique to do image morphing.

5.1 Warping Specification

A generic image warping will be usually specified by
two sets of “marks”: one defining a parameterization
of the input image, and the other a deformation of
that parameterization. The first set will be referred
to as the “source set” and the second, as the “desti-
nation set”.

The best technique to be used to get the im-
age warping is greatly influenced by the way the
user specifies the warping transformation. In what
follows we will describe two morphing specification
techniques:

¢ mesh warping;

o feature-based warping;

Mesh Warping
In the mesh based approach, two combinatorially
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identical meshes are overlaid over the image. As
each mesh defines a coordinate system on the im-
age domain, the warp is obtained by doing a change
of coordinates between the two systems.

A mesh defines a partition of the image do-
main, and the structure of decomposition obtained
is greatly dependent on the mesh specification. Well
structured decompositions are very easy to work
with, while arbitrary irregular decompositions are
more difficult to represent.

An early implementation of a morphing tech-
nique using a mesh warping specification was done
at Industrial Light and Magic, and was used to cre-
ate the special effects of the movie “Willow ” (see
(Wolberg, 1990)). More recently the technique was
used in the special effects of the movie “Terminator
27,

Feature-based Warping

In this kind of warping specification, only distin-
guished features and their transformation are spec-
ified by the user. The warp is computed in such a
way to map each feature of the image to the corre-
sponding transformed position.

An implementation of a morphing system using
feature-based specification was done at Pacific Data
Images, considering as features oriented line seg-
ments (Beier and Neely, 1992). This system has been
used to create the morphing sequence of Michael
Jackson’s video clip “Black or White”.

An important particular case of a feature-based
warping is the point-based specification, where each
feature is distinguished by a point (pixel) of the im-
age. An implementation of morphing using a point-
based specification has been reported by Ken Perlin
(Perlin, 1992).

5.2 Warping Algorithms

Corresponding to each kind of warping specification,
there is a different technique to construct the defor-
mation of the image domain. These techniques are
described in this section.

The image warping is a change of coordinates
in the domain of the image. A natural way to
warp an image is to introduce a new coordinate sys-
tem adapted to the image details, and proceed to a
change of coordinates. Techniques for warping con-
struction are as abundant as techniques for deforma-
tion construction. Some of them will be described
below.

Triangle Mesh Warping
A simple way to specify a generic image warping is
to use triangle meshes. By triangulating each im-
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age domain, we introduce a coordinate system us-
ing barycentric coordinates (Preparata, 1985). Any
two triangles can be mapped using a linear transfor-
mation. Also, if the triangle meshes have the same
combinatorial properties, this transformation can be
extended to a global, piecewise linear transformation
that executes the change of coordinates. A scan con-
version of each triangle in the destination mesh (Fo-
ley et alli, 1990), coupled with the above mapping,
produces an inverse mapping algorithm to deform an
image. Among the many problems of this approach
are providing a convenient user interface and keeping
the consistency of the mesh representation during its
creation.

An important point to stress is the fact that the
change of coordinates is done by a piecewise linear
map. Therefore, some artifacts could possibly ap-
pear during the warping. We did an experimental
implementation, and some tests showed that the ar-
tifacts were more noticeable when the mesh had very
irregular triangles. Besides using a “regular” trian-
gulation, a more expensive solution consists in the
use of a higher degree interpolating function.

The creation of the entire mesh, triangle by tri-
angle, is a long and tedious process that can be made
easier through the use of some kind of automatic tri-
angulation. In this case, all that is required from the
user is to specify two sets of points, the “source” and
the “destination”. Then, after an automatic triangu-
lation of the points in the destination set, the trian-
gle mesh algorithm above can be applied. Note that,
since a Delaunay triangulation maximizes the small-
est of the internal angles of each triangle (Figueiredo
e Carvalho, 1991) - producing more regular triangles
- it may be used to attempt to attenuate the edge
artifacts. This automatic behavior reveals a problem
that could be avoided in the manual construction of
the meshes, the foldover, where the image “folds”
upon itself. As the association of the points is ar-
bitrary, the mesh in the source set corresponding to
the automatic triangulation in the destination is not
necessarily a valid planar subdivision (see figure 4).

Figure 4: Triangle mesh foldover: left shows the des-
tination, and right shows the source with the same
combinatorial structure.
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Two-Pass Spline Mesh Warping

A quite different approach to construct the change
of coordinates consists in constructing explicitly a
new coordinate system by specifying some of its co-
ordinates curves. The use of splines to specify the
regular meshes that define the coordinate systems
presents several advantages. First, the use of a reg-
ular structure, instead of an arbitrary topology, sig-
nificantly simplifies both the data structures and the
mapping functions. Also, this mapping can be shown
to be separable, i.e., it can be performed in two in-
dependent passes, one horizontal, that produces an
intermediate image, and one vertical, that uses this
intermediate image to produce the final output (Wol-
berg, 1990). This brings the problem of deforming a
2D image down to a 1D problem, greatly reducing
the complexity of the calculations — specially for an-
tialiasing — and takes advantage of current computer
memory organization. It is possible to use any inter-
polating spline formulation with at least zero degree
continuity.

The horizontal pass of the algorithm starts by
creating an intermediate mesh I that includes just
the horizontal displacements from the source mesh
S to the destination mesh D, that is, each point in
I has the same z coordinate of the corresponding
point in D, and the y coordinate of the point in S
(figure 5). Each column of S and I is then fitted with
an interpolating spline — we call Ss the set of verti-
cal splines in S, and Is the set of vertical splines in
I. Each horizontal scanline is intercepted indepen-
dently with Ss and Is (figure 6). The z coordinates
of the interceptions with Is and the z coordinates of
the interceptions with Sg are then fitted with a new
interpolating spline, which gives the mapping func-
tion for each scanline (figure 7). For each pixel of
each horizontal scanline of the intermediate image,
it is now easy to use this mapping function to deter-
mine which pixels of the input image influence this
output pixel.

The vertical pass uses the intermediate mesh
and the intermediate image as input to produce the
final output (the source mesh and the source image
are not used). It is completely analogous to the first
pass, with the rows of I and D fitted by horizon-
tal splines, and the mapping functions computed for
each vertical scanline. Note that the intermediate
image may be distorted to such an extent that there
is not enough information to compute a correct ver-
tical pass — this is a problem shared by all two pass
algorithms, called bottleneck. This problem will not
usually happen, unless there are very large rotational
components, and can be avoided by the use of a sin-
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Figure 5: Spline meshes: top and middle are the
source and destination control points shown after fit-
ting the horizontal and vertical splines; at the bottom,
the intermediate mesh points are shown as crosses,
with source points as filled squares and destination
points as emply squares.

gle pass algorithm.

Although this technique proves to be quite ver-
satile and efficient, the user still has to enter too
much information while creating the meshes. This is
specially true over less important areas of the image,
where a precise control is not needed and some kind
of automatic process could be used. Also, sometimes
the user wants a higher density of points over an
important feature to achieve an accurate description
of the deformation, but since the mesh resolution is
homogeneous, it is necessary to increase the density
globally.

Field Warping
The field warping technique allows one to construct
somehow a local coordinate change, solving thus one
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Figure 6: Columns of the source and intermediate
meshes, intersected with a sample scanline.

Figure 7: Sample scanline mapping function. In-
termediate mesh intersections are over r-azis and
source mesh intersections over y.

of the major problems of the spline mesh warping.
The way this method works is very simple: some
distinguished features are marked in the image that
should be transformed. The transformation is ex-
tended to the neighborhood of the features automat-
ically, through the use of “fields of influence” around
them. Different fields of influence from different fea-
tures of the image are averaged to get a global warp-
ing. Recently, an implementation of a field warp-
ing technique has been uncovered (Beier and Neely,
1992), where the allowed features are oriented line
segments.

Two sets of segments are used to identify the
features of the image and show their deformed state.
Each line defines a uv coordinate system (figure 8): u
is the position along the line, and v is the orthogonal
distance to the line. Beier and Neely note that the
use of u as a fraction of the segment length, and v as
an absolute value, is more useful than making both
relative to the segment length.

The use of more than one line segment produces
conflicting coordinates systems that must be com-
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Figure 8: uv coordinate system of an oriented line
segment.

bined in a smooth and controlled manner. Beier and
Neely propose the assignment of a weight to each
line, that is strongest for points on the line, and de-
creases the further the points are from it. Each out-
put pixel is inversely mapped into the source coordi-
nate system of each line, producing a set of distinct
mapped points. The displacements from the output
pixel to each of these mapped points are used in a
weighted average to compute the final displacement,
using the following weight:

L
weight = (a+d)

where [ is the length of a line, d is the distance from
the output pixel to a line and a, b, and p are constants
used to fine tune the warping.

Note that as the mapping of each output pixel
depends on all line segments, the addition of a sin-
gle line influences the whole deformation. Also, the
weight calculation that must be repeated for each
pixel, relative to each one of the lines, is quite ex-
pensive. As the interpolation is mostly automatic,
sometimes the algorithm generates unpredictable re-
sults that can be avoided by tricky manipulations of
the line segments. On the other hand, as this al-
gorithm is executed in one single pass, there is no
bottleneck problem.

Field Controlled Spline Mesh Warping
We propose a warping technique that combines the
efficiency of the spline mesh algorithm with the lo-
cal nature of the field warping. After specifying the
features of the image, we use them as constraints to
deform the spline coordinate curves. More precisely,
the spline control points are moved according to the
field of influence of each feature. The spline local
control, associated with the local nature of the fields
of influence results in an algorithm that exploits most
of the interesting aspects of both techniques.

A disadvantage of this approach is that many
of the problems of both algorithms are still present,
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namely bottleneck and foldover. However, the un-
predictable effects of field warping can be detected
before rendering the warping by inspecting the au-
tomatically generated mesh for any apparent fold-
ing. Also, it is possible to control the precision of
this approximation by increasing the mesh resolu-
tion globally and concentrating control points in the
interesting areas.

6 Implementation

In this section, we will make general remarks about
implementation issues of a morphing system and give
some results of a spline mesh morphing system im-
plemented.

The system was implemented in a Amiga 3000
computer, featuring animated sequences morphing,
warping and dissolving, with local and global rate
control of both shape and color. The Catmull-Rom
spline formulation (Foley et alli, 1990) was used to
achieve smooth warpings.

6.1 Techniques and User Specification

From an implementation point of view, the user in-
terface takes most of the time; from an application
point of view it is the design of the morphing action,
and not the computational time, that consumes most
of the production time. For this reason, the interface
that allows the warping specification by the user is a
difficult and very important part of the implementa-
tion.

Each of the algorithms described in section 5.2
is more or less adequate to implement each of the
warping specifications studied in section 5.1. The
best algorithm should be chosen associated with the
desired specification. Therefore, the specification is
the driving force of the implementation task. Spline
mesh warping is an adequate technique to implement
mesh warping specification; field warping should be
the correct choice to implement feature based spec-
ification; a point based warping specification calls
for triangle mesh warping with automatic Delaunay
triangulation. Mixed warping techniques as the one
proposed in this paper are very attractive, because
they enable the construction of different user spec-
ifications. We believe that this approach is signifi-
cantly faster than field warping in the rendering time,
and than spline mesh warping in terms of the inter-
active design time.

6.2 Results

Some of the results of the system are shown in fig-
ure 9. Figures 9(a) and 9(b) show two digitized im-
ages, in their original, undeformed states. Figure
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9(c) shows an instance of the progress of the defor-
mation of figure 9(a) into the shape of 9(b), while
9(d) shows the deformation of 9(b) into 9(a). The
second phase of the morphing is shown in figure 9(e),
an adaptive cross-dissolve between figures 9(c) and

9(d).

7 Conclusions and Future

Morphing is an active field of research, and recent ef-
forts are aimed at improving both the warping map
and the user interface. In this respect, we should
mention the use of adaptive mesh techniques and a
partial automation of the user interface, with auto-
matic feature detection and association.

We are currently working on an implementation
of the field controlled spline mesh morphing tech-
nique as described in this work, to compare its ease
of use and the final results with those of spline mesh
and field morphing.
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Figure 9: Morphing steps: (a) and (b) are the original images, in their undeformed states; (c) is a 33%
deformation of (a) towards the shape of (b); (d) is a 67% deformation of (b) into (a). Note the
alignment of the important features of each image in (c) and (d), like the eyes, nose and mouth. The
final morphed image (a blending of (c) and (d)) is shown in (e).
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