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Abstract—Melanoma is the deadliest kind of skin cancer, but  classifier, which allows us to determine the confidence rate
it can be 100% cured if recognized early in advance. This paper of the resu]tsy and that can be fine tuned to control the

proposes a non-invasive automated skin lesion classifier based 3 nromise between false positives (FP) and false negative
on digitized dermatological images. In the proposed approach, (FN)

the lesion is initially segmented using snakes guided by an . . . .
edge map based on the Wavelet Transform (WT) computed Automated classifiers, besides working as physician as-
at different resolutions. A set of features is extracted from  sistants, could be also used in teledermatology, which is a
lesion pixels, and a probabilistic classifier is used to identify recent field in dermatology. Through teledermatology, ¢éher

melanoma lesions. The detection rate of the proposed system is no need of a patient being in the same place as the

can be adjusted to control the tradeoff between false positie hvsici For inst tient ¢ ler health
and false negatives, and experimental results indicated that a physician. For Instance, a patient can go to smaller hea

false negative rate of 1.89% can be achieved, in a total accuracy Care outposts, where a trained employee could take a picture

rate of 82.55%. of the lesion and upload it to a server, where a physician can
Keywords-melanoma classification; image processing; feature 2CC€SS the picture some other time and return a diagnosis.
reduction A detailed explanation about teledermatology can be found
in [10]. In this cases, an automated diagnosis system could

I. INTRODUCTION be used for preselecting images that have high probability

Melanoma is the deadliest form of skin cancer, and itsof being melanoma, setting their priority of being verified
incidence rate has been increasing over the latest yeahy the specialist higher than the others.
throughout the world [1], [2]. This cancer can be totally
cured if diagnosed early. If not, however, it can spread
through the body (metastasis) and be fatal. The survival Automated diagnosis has been getting a lot of attention
rate of the patient is strongly related to the stage of thdrom medical and academic communities due to the increas-
disease [3]. ing rate of melanoma. Many papers have already proposed

Early diagnosis of melanoma is not an easy task, since thgolutions to the problem presented in this one. In [9], two
disease can be very similar to other skin lesions in its earlygets of images were evaluated, one containing 66 images
stages. Therefore, the diagnosis relies mostly on the knowland the other containing 300. Eleven features were exttacte
edge and experience of a physician and his/her observatidnom each image: asymmetry index, irregularity, average re
skills. According to [4], a dermatologist is incorrect in 1 green and blue inside the tumor, colorbin, local and average
of every 3 diagnosis through the simple visual analysis ofcolor for RGB and area and elevation (manually estimated).
a cutaneous lesion. To guarantee a precise diagnosis, othEne features were used in a feedforward neural network,
exams are necessary, such as biopsies, which are expensivained with backpropagation algorithm. Tests were exatut
and painful [3]. Another problem towards early diagnosisusing half of the database for training and the other half
of melanoma is the frequency that people, especially irfor testing. The results show that the neural network, when
third world countries, go under periodic revisions with tested with the smaller database achieved a success rate of
dermatologists. 92%, while with the larger database, the success rate drops

Considering the facts presented before, this paper prao 85%.
poses an automated diagnostic system of cutaneous lesionsin [8] two approaches are compared: neural networks
through the analysis of digitalized images to help a physi-and discrimant analysis. Different databases were conapose
cian, acting like a second opinion. Many papers have alreadgontaining approximately 30 images each and the classifiers
proposed solutions to this problem, but, most of them usewsvere validated using the “leaving-one-out” method. The
only neural networks to classify the lesion, as in [5]-[9]. | features extracted from each image were: two irregularity
this paper, we propose a novel approach using a probabilistindexes and thiness ratio. Besides, statistical dataegtlat

II. RELATED WORK



to different color spaces, such as RGB, Lab, IHS wereo compute the symmetry of the lesion is introduced, and
also extracted, totalizing 20 features. In some cases, PC&ombined with other features commonly used for classifi-
(Principal Component Analysis) was applied to reduce thecation (such as color, irregularity, etc.). Finally, a Bsig®
dimensionality from the database. The experimental resultclassifier is employed, providing a statistical framewank t
presented that both classifiers achieved high success ratevaluate the confidence of classification results (and also
from 85% to 100%. allowing to control the compromise between FP and FN).
In [1], 1258 dermoscopy images have been analyzedhe proposed approach is described next.
and 428 features were extracted from each of them. The
lesion segmentation was performed automatically by using
a threshold method for an initial estimative of the tumor The proposed system architecture can be seen in Figure 1.
area followed by a region growing algorithm. From the A digital image (photograph) of the lesion is given to
segmented lesion, 140 features related to color, 80 to synthe system, which segments the lesion automatically. Then,
metry, 32 to border and 176 to texture were extracted. Theleven key features are extracted, and the Fukunaga-Koontz
classification was performed by an Atrtificial Neural Network Transform (MDA-FKT) is applied for feature reduction. The
(ANN) trained with a backpropagation algorithm, and thefeatures are used in a classifier, which will determine if
results were evaluated by a leave-one-out cross-validatiothe lesion is melanoma or not based on its training using
method. The inputs for the ANN were selected through thea specific database. Each step will be detailed in the next
method of hypothesis test of Wilks. The best results achievesubsections.
Classifier
Database

a sensitivity of 85.9% and specificity of 86.0%, when 72
| MDA-FKT @

features were selected from the whole group of features and
Figure 1. System architecture

IIl. THE PROPOSEDAPPROACH

Feature
Extraction

Original
Image

using an ANN with 6 hidden neurons. The system was made
available on the internet for physicians and dermatolsgist
Christensen et al. [2] proposed an approach aiming to
achieve at least 64% of accuracy (the same rate of dermatol-
ogists, when inspecting lesions at naked-eye). They applie
a closing operation to reduce the influence of hair, and
used an adaptive threshold method to segment the lesiong. |mage Segmentation
The features extracted from the images for classification

were: border irregularity, area index, best-fit ellipseexd ion f the i back d Th | tech
(melanomas have greater tendency than benign lesions lgsmn rom the 1mage background. There are several tech-
have a ellipse-shaped form), standard deviation of meaf) d4€s to solve this problem, such as thresholding, region

' rowing, snakes and split and merge [11]. These techniques

radius, roundness and Heywood circularity index. Othe are usually applied to solve problems involving images in
features related to the color of the lesion were also obtiaine Hafly app ve p : g Images 1
many fields, such as cardiac, ankle cartilage and skin lesion

Each feature was statistically evaluated to determine if it

contributed in a positive or negative way for the accuracy'mage.S [12]-{14] and many others. In this paper, several
chnigues were analyzed.

of the system. Then, all the features were summed togethé? . .
in order to create a single score which would describe if We hgve chosen the_ snake_seg_ment_atlon technique, due
its widespread use in medical imaging [12], [13], and

the lesion was benign or malignant. The system achieved Libility to get the contour accuratelv. This techniqueswa
accuracy of 77%, and although it is not clear in the paper xibility 1o g u u y- 1l qu

it seems that an online image database (Dermis) was use%roposed by [15], and it consists on a cures,t) =

Despite the existence of different approaches for auto . )
matic lesion classification, there are several aspects thgtontour of the object. Therefore, this model deforms the

influence the performance of the classifier, such as th&Urve in order do minimize the its energy functional, which

initial segmentation of the lesion (which may be manual 9"Ven bY:

Segmentation
Algorithm

The image segmentation step consists on isolating the

x(s,t),y(s,t)), which moves dynamically until it finds the

or automatic), the features that are used in the classtfier, t 11 ;)2 02
type of classifier, and the database used for testing (numbéf = /0 PRGN (S)’ +8 ’C (5)’ + £Beat (c(5))| ds,
of samples, controlled environment for acquiring the ingge Q)

etc.). This work presents a novel approach for automatievhere « is the tension of the snake is the rigidity of
classification of skin lesion that presents contributions i the snake is the weight of the external force, am(ls) is
different stages of the process. First, the automatic segmethe final curve. The functional energy can be divided in two
tation of the lesion contour is obtained using snakes guideg@arts: the internal and external energies. The former tdrm o
by edge maps based on the WT at different resolutions ithe integral is the internal energy, which represents tineecu

a coarse-to-fine manner, getting a rougher estimate of thisself, and the latter term is the external forék,;, which
contour initially and refining it later on. Then, a new way consider the image data, guiding the curve to the boundary.



The snake has some convergence problems due its weakFigure 2 shows an example of the segmentation procedure.
external force. To solve this issue, the Gradient VectowFlo The original color image is shown in Figure 2(a), and the
Snake (GVF snake) was used, proposed by [16]. The GVBlurred grayscale version is shown in Figure 2(b). The
snake has a behavior like the traditional snake, but it solvethresholding procedure is illustrated in Figure 2(c), and i
the small attraction basin of traditional snakes using a newean be seen that the lesion was not separated from the
external force: the Gradient Vector Flow Field (GVF field). background (due to uneven illumination). However, such
On the other hand, GVF snakes may be strongly affectedeparation can be achieved after two reductions of thetthres
by noise, which can push the snake away from the actuadld (Figure 2(d)). The final contour obtained with wavelet-
contour. In this work, an edge map based on the WT idbased magnitudes and snakes is shown in Figure 2(e).
employed,_ _due to the inherent denoising of the Waveleb_ Feature Extraction
decomposition. ]

To obtain the initial contour, the color image is initially ~ 1he feature extraction step was based on the ABCDE
converted to grayscale and blurred using a Gaussian filtgtle [3], [18], which is widely used by dermatologists to
(with standard deviation0 and sizel5 x 15), to minimize visually diagnose melanoma. This rul_e descrlbe_s that malig
the presence of hair and small skin signs. Then, Otsyrdant me_lanoma_lesmns are characten_zed by their asymmetry
automatic threshold [11] is applied to the blurred image, an Porder irregularity, color variance, diameter (greateanth
pixels lower that the threshold are retrieved (it is assume@MM) and evolution over time. Since the images evaluated
that the lesion is darker than the skin). However, shadowd this paper were selected from online dataphsﬂeswas _
may degrade the thresholding procedure (and they ten@ot possible to determine their diameter in centimetereési

to appear in the boundaries of the image). A connectedn® images o_lo not have any scale), neither their evolution.
components algorithm is applied, resulting in a set of hlobsHowever, as it can be seen in [7], [9], there are other relevan
The largest blob is then retrieved as the initial lesionagegi features that can be extracted from the images. Thus, based

if it is larger than a minimum area thresholf, (set ©N the ABCDE rule and in other similar papers, the features

experimentally to 200, based on the resolution of the image§Xtracted from the images were: irregularity, asymmetry
in our database), and if it is not connected to the boundarjndex, color variance (RGB), relative chromaticity (RGB)
(since shadow regions may vield larger connected setspnd average color (Lab color space). The approaches to
If this largest set is not validated, the initial threshotd i €xiract each feature can be seen below. _
reduced by a fixed amount (0.05, set experimentally), and 1) AsSymmetry Indexit represents how asymmetric the
the process repeats iteratively. lesion is. In this paper, we propose the following approach
The boundary of the validated blob is used as the initiafl® detect the asymmetry of a skin lesion. An asymmetry

contour required for snakes segmentation. To evolve thiddex is calculated with respect to every axis that passes

contour, the non-decimated wavelet transform describedfough the lesion centroid, and the lesion asymmetry is
in [17] is used, resulting in a set of detail images in defined by the smallest value of asymmetry, considering all

the horizontal and vertical directionW{‘j and W . for the axis. More specifically, consider the lesion centiahd

j =1,..,N, and a low-pass imagé,~ (here N2€5, the Its perimeter, containingv pixels p; (where N depends on

coarsest scale). As described in [17], the wavelet used tgwe size of the lesion and the resolution of the image). For

compute the WT is similar to the derivative of a Gaussian€VelY Pointp;, its Euclidean distance; to the centroid is

so thati}, and W, act as edge detectors, with magnitude COMPuted through:
di=|lpi —¢|l,i=1,...,N. 3)

M., — h 2 v 2, 2 . : ;
23 [, m] \/(WW [, m])? + (W35 [0, m]) @) To obtain the asymmetryl; of the lesion around a point

For larger values of, My, provides a coarse edge map P; (i-€., around an axis that passes througand p;), we
presenting only the most relevant objects in the image, buoMpute the average of the distarfcésbetween the points

also suppressing noise. In our approach to evolve the snak@ the left and the right op;:

the GVF field [16] is computed with the coarsest edge map 9 N/2

M~ , and the initial contour is evolved. When it converges, Aj == E |dj s —djyi|,5=1,...,N. 4)
. . . N J J

the resulting contour is used as input for another snake i=1

evolution, using a finer edge mayl,; (j < N) to build the 5 the lesion asymmetry index is given by the smallest
GFV field, and the process is repeated until a s¢dje< N \5jye of A;:

is reached. In all examples, we used just two scales=(6 A=minA,. (5)
and Ny = 4), based on the resolution of our database. Also, J
we have made an exhaustive analySIS of the snake para'mGte@Avaliable at: http://www.dermis.net and http://www.derrhoem.

o, an.d %, and Se.'t these parameters respectlvely to 0.1, 2In Equation (4), the vector containing distanegsis extended period-
0.1, 0.9 in all experiments. ically, so thatd_1 = dn, d_2 = dx_1, etc.



(a) Original image (b) Blurred version (c) Binary image (d) Binary image after second (e) Segmented lesion
thresholding
Figure 2. Steps of the segmentation procedure.
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2) Irregularity: This feature describes the irregularity where %5 are the RGB mean values within the lesion,
index of the lesion border. According to [7], it can be and v are the mean values computed in healthy skin

calculated by: parts around the lesion.
I— N? ) As it can be seen in Equation (9), it is necessary a small
4 A’ portion of the healthy skin from the image to compute this

where A denotes the area of the lesion, aNddenotes the feature. Since the images used here were selected from
perimeter of the lesion, both in pixels. online databases, most images contains logos, which are
3) RGB Color Variance:This feature describes the color not always positioned in the same place of the images.
variance among all pixels from the lesion. This feature isTherefore, it should be necessary to develop an algorithm
calculated for each color component in the RGB color spacethat could detect a part of the healthy skin without any kind
According to [6] and [7], melanoma is characterized by theof symbol overlapping it and under good illumination. Since
mixture of the following colors: tan, brown, red and black, the process of selecting a small portion of the image is not
which implies in high color variation in the RGB channels. complicated and can be easily done manually by a non-

The variance is given by: specialist, this step was not automated.
1<K, . . C. Image Classification
or = Z('rz — taer)’ e € {R, G, B}, (7) 0

ne The features extracted from each image were used in a
where z¢ is the value of the componentfrom pixel i in B_qyesian c_Iassifier. This kind of clg§§ifier works with proba
the RGB color spacey,.; is the mean value of the same bilities, which allows a grea}ter flexibility towards the uvéts.
color component and is the number of pixels in the lesion, N Our problem, we have just two classes and w,, that

4) Lab Mean ValuesAs demonstrated in [6], melanoma repres_ent me_la_noma apd not melanoma, res_pectlvely. _The
can be very similar to Dysplastic Nevi (a benign skin Iesion,BaYeS'a” decision rule is based on the posterior probgbilit
which is a potential beginning of melanoma) in its early that a feature vectar belongs to a class;:
stages, due to the small variation of brightness, color and p(x|w;) P(w;)
chroma between them. According to the authors, the Lab Plwile) = W
colors are the most efficient way to distinguish those lesion . . . .

To obtain this feature, the image is converted to the Lavherep(z|w;) is the probability density function (PDF) for

color scheme and then the average of the Lab componen{@® Classvi, andp(z) = p(@|w1) P(w1) + p(z|wz) P(w2) is
is calculated through: the PDF for the whole distribution of feature vectors. The

. classw; is chosen ifP(w;|x¢) > P(wj;lx), Vj # i. For a

e 1 c two-class problem, this reduces to selectingif and only
r= n;yi’CE{L’“’b} ® it Plwz) > 05,

One interesting property of the Bayesian classifier given in
Equation (10) is the association of a cost to wrong selestion
In particular, in the problem of classifying skin lesionsain
melanoma or not, FNs (i.e., the classification of melanoma
lesions as not melanoma) are dangerous, since they may not

reduces the variation of light, printing and digitalizatiof .
the image, and it also equalizes the variations of indi\/liduabe prqmptly analyzgq by the physician. On the other hand,
FPs (i.e., the classification of non melanoma lesions as a

human color. This feature is calculated for each component ) .
. A . melanoma) are not that bad, since a thorough analysis by
in the RGB color space, and it is given by:

. . the dermatologist could provide the correct diagnosis.
CR, = HRGB _ YRGB . (9) This cost can be computed by a loss functibp, that
Z HRaB Z VeeR provides the cost of selecting a clagswhen the correct one
ce{R,G,B} c€{R,G,B} was actuallyw;. To avoid penalizing correct classifications it

; (10)

wherey¢ is the value of the componentfrom the pixel:
in the Lab color space, and againis the number of pixels
in the lesion.

5) Relative Chromaticity:According to [7], this feature




is desirable to hava;; = 0 if i = j, and\;; > 0 otherwise.  respectively) corresponding to the largest values 1/,
With the introduction of the cost functions, the boundarywhere \ are the generalized eigenvalues.
of the Bayesian classifier changes accordingly [19]. More Once the original data;; are reduced tgf-dimensional
specifically, the class; is selected ovets if and only if: feature vectorg; using the MDA-FKT approach, the result-
ing vectors are used to obtain the corresponding Gaussian
P(wl |.’13) )\12 . . . _
a1 bl A L (11)  distributions of the melanoma and non-melanoma classes,
Plwal®) = An characterized the the mean vectors and covariance matrices
The selection oh,, and)\;» depends on how strongly one Although these parameters can be obtained using traditiona
wants to avoid FNs (at the cost of possibly increasing theéStimators, the presence of outliers can degrade such esti-
number of FPs). This issue is analyzed in the next sectionates. In fact, they can be obtained in a more robust manner
Another challenging task is the determination of theUSing the algorithm presented in [21]. In their approach, th
underlying PDFs for the two classes of the problem. Foicovariance matrix is created through the remotion of ougtlie

sakes of simplicity, we assumed a multivariate Gaussiafvhich are detected by projecting the data in directions that
model for each of the two classes. maximized the kurtosis coefficient.

E. Image preprocessing

In order to increase the accuracy of the proposed system,
To characterize a multivariate Gaussian distribution, thegp image enhancement procedure [22] was applied as a
mean VeCtOI’/L and covariance matri® are needed. Al- preprocessing Stage_ Th|s a|gorithm iS based on an adap_
though their computation is straightforward, the number oftive modification of wavelet coefficients that stretches-ow
samples required to compute them reliably increases as thentrast edges and shrinks noise-related coefficient@2j [
dimensionality of the problem grows. To avoid this kind of jt was shown that such enhancement algorithm improves
problem, several techniques to reduce the dimensiondlity ahe visual quality of skin lesions for manual classification
the problem have been proposed, and the main approachg§ the physician (an example of lesion enhancement is
are Principal Component Analysis (PCA) and the Fisher'sshown in Figure 3), and in this work we propose to use

Linear Discriminant Analysis (FLDA). PCA is useful to find  edge-enhanced images to improve classification resuttg usi
linear combinations of features that contain large vaganc semj-automatic techniques.

not accounting for the individual distribution of each das
In FLDA, the main goal is to reduce a multidimensional
feature to a scalar through a linear transformation that
maximally separates class patterns according to the Fishe
Criterion, being optimal only for two Gaussian distribuitso
with equal covariance [19].

In this work, we explore the Multiple Discriminant Anal-

ysis based on the Fukunaga-Koontz Transform (MDA-FKT), ﬁﬁmg{!
= T

D. Data Dimensionality Reduction

o

M R o

that maximizes the Bhattacharyya distance between two L )
(a) Original image (b) Enhanced Lesion

Gaussian distributions with same mean but possibly differe
covariance matrices [20]. Another advantage of the MDA-
FKT over the FLDA is that it allows to reduce d-
dimensional feature vector tofadimensional feature vector,
for 1 < f < d, whereas FLDA allows only the reduction to IV. EXPERIMENTAL RESULTS

a scalar (in a two-class problem). - In the study presented in this paper, 290 images (139 non
As in [20], the first step is to reformulate the classification j,elanomas and 151 melanomas), obtained from an online

problem to generate two distributions with the same meanyaahase, were evaluated. The tests were separated in two
This is done by defining the intraclass spdee and the parts: segmentation and classification.

Figure 3. Example of lesion enhancement.

extraclass spac@y through The segmentation procedure is just a preliminary stage
Op = {@; — x| L(z;) = L(z;)} needed for the classification procedure. The evaluation of
7 v) bl 12 . . .
Op = {@; — x;|L(z;) # L(z;)}, (12)  segmentation results was not based on a precise comparison

of the contour generated by the proposed approach and
whereL(x) is the label of sample. Since both distributions some kind of ground truth. Instead, just a visual inspection
have zero mean, it was shown in [20] that the optimalwas performed to detect if the lesion contour was correctly
subspace with dimensighthat maximizes the Bhatacharyya delineated using the proposed approach, neither leaving
distance is characterized lygeneralized eigenvectors of the much of the lesion outside the boundary, nor presenting
pair of covariance matrices;, X (related to2; andQg, healthy skin portions within the segmented region.



Figure 4. Examples of lesions and segmentation results.

In fact, since the segmentation is the input for the classifiwere successful segmented after a small user intervention.
cation procedure, the result of the segmentation algorithm Figure 5 illustrates an example of manual initialization
implicitly evaluated based on the results of the classificat  (green polygon) and the corresponding segmentation (red
The classification tests were validated with the 10-fololssr  curve).
validation technique, which, according to [23], provides o
more reliable results than dividing the database in two: setd: Classification Results
training and testing. We ran the 10-fold-cross validation To evaluate the classification results, confusion matrices
technique twenty times, obtaining the confusion matrixrfro were built to show the average number of false positives
the mean values. (FP), false negatives (FN), true positives (TP) and true

As explained in the previous section, the Bayesian clasnegatives (TN), given by:
sifier was evaluated using a minimum acceptable threshold

. PCC

T,, and also using the cost-based approach. The results of TP = N FN=1-TP, (13)
each step is discussed with more details in this section. P
NCC

A. Segmentation Results TN=—=, FP=1-1N, (14)
n

here P.. and N.. are number of positive and negative

Despite the fact that the segmentation results were no{/
stances correctly classified, respectively, and NV, are

validated by a specialist, it can be seen that for most o

:23&32“;(;2};921:2 (t)rrltlae?tak:&elﬁﬁiflsithrifisczgrlTegrtggr?gInial(tj n?ﬁe total number of positive and negative instances being
y Y P evaluated, respectively.

Ie3|on_, as _shown in Figure 4. In fact, from the 290 Images For all analyzed technique, the 10-fold-cross validation

used in this work, the system could segment automaticall ; .

85.86% images (the correctness of the segmentation resul rocedurg was applied 20 times, and the mean res_ults
: were retrieved. Table | shows the results obtained using

was evaluated visually). the Bayesian classifier according to condition (11) using
A2 = Ag1, i.e., assigning the same penality for FPs and
FNs. More specifically, Table | presents the confusion ma-
trices for 5 different classification approaches: usingfttle
11-dimension feature vector (Multivariate), using Fisher
Linear Discriminant Analysis (FLDA) to reduce the feature
vectors to a single scalar, the MDA-FKT approach reducing
to a single scalar (MDA-FKT1), the MDA-FKT approach
reducing to 2-dimensional feature vector (MDA-FKT2), and
the MDA-FKT approach reducing to 2-dimensional feature
vector applied to enhanced versions of the lesions (MDA-
Figure 5. Example of manual initialization (left) and final segntation FKT2 + Enhancement).
results (right). As it can be seen, both FLDA and MDA-FKT approaches
present some improvement over the multivariate approach
The remaining 41 images that could not be segmented awvith all feature vectors, both in terms of FPs and FNs.
tomatically usually had a pellucid stain into the lesionisTh Comparing the approaches that reduce the feature vector
errors occurred due to a bad automatic initialization of theto a scalar (FLDA and MDA-FKT1), it can be observed
shake. However, the problem of having a bad initialization i that FLDA produces slightly better results, particularlithw
snakes segmentation can be overcame by manually drawinmgspect to the number of FNs. However, when MDA-FKT
a polygonal line that roughly approximates the lesion beundis used to reduce the feature vectors to two dimensions
ary, which is neither difficult nor time consuming. Thus, (MDA-FKT2), the results are better than FLDA w.r.t. to
all the images which could not be segmented automaticallypoth FPs and FNs, and an additional gain is obtained when




Predicted
Multivariate FLDA MDA-FKT1 MDA-FKT2 MDA-FKT2 + Enhancement
Mela Non-mela | Mela Non-mela| Mela Non-mela| Mela Non-mela| Mela Non-mela
Actual Mela 130.45 20.55 130.95 20.05 131.90 19.10 131.55 19.45 133.35 17.65
Non-Mela | 18.35 120.65 18.00 121.00 31.35 119.65 16.55 122.45 15.95 123.05
Table |

COMPARISON OF DIFFERENT CLASSIFICATION APPROACHES USIN&12 = Aa21

[

O k=15
0.9 O k=4 |
O k=12
0.8 R
0.7 B
2
€06 B 601 : : : .| ——True positive rate
2 — True negative rate
205 1 & 500 : : : | —— False positive rate
o —— False negative rate
$ 04r b 40 —— Accuracy
=
0.3 R
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Figure 6. (a) ROC curve for the MDA-FKT2 approach with enkement. (b) Results assigning higher costs to FNs, wketea1/A12.

this last approach is combined with the image enhancement V. CONCLUSIONS

procedure [22].
This paper proposed a quasi-automated system for diag-

nosing melanoma lesions based on the analysis of digitalize
images. In our approach, a novel segmentation algorithm

Another set of experiments was performed by assigning #2sed on snakes and multiple wavelet gradients was pro-
higher cost to FNs, by settin; > Ao in Equation (11). Posed to obtain the lesion contour. A set of features is then
As k = X\a1/M\12 > 1 increases, the number of FNs tends computed for the lesion (and healthy skin portions), that ar
to decrease, at the cost of increasing the number of Fpg&valuated using a Bayesian classifier. Variants of the clas-
Figure 6(b) shows the relation between the classificatior§ifier were employed, using MDA-FKT for dimensionality
error types (FPs and FNs) as a functionfofalong with reduction, using robust estimation of the class parameters
the total accurady Figure 6(a) shows the receiver operat-USing costs to reduce the number of false negatives, and
ing characteristic (ROC) curve for the proposed approachSing an enhancement algorithm as a preprocessing stage.

C. Assigning penalities to errors

(MDA-FKT2 + Enhancement) with varying values fd, As the experimental results have shown, the proposed
and the compromise between FPs and FNs can be observ@gproach can achieve an accuracy of 88.41 % with a false
explicitly. negative rate of 11.47%, using MDA-FKT2 approach plus

As it can be observed in Figure 6, the FN rate decreas§'® image enhancing preprocessing, indicating its use as
at the cost of rapidly increasing the FP ratekamcreases, & Pre-screening for tele-dermatology applications. Besid
which causes the global accuracy rate to be decreasing. T@ésouatlng a cost to the FN instances (setting its costéwel
selection of the best value fdr is context-dependent, and imes the cost of FP), we were able to reduce the false
relates to the tradeoff between FPs and FNs. Figure G(d)egatlve rate to 1.89% of the non-melanoma samples, but
highlights three values fak, to illustrate such tradeoff. The @&t the cost of decreasing the total accuracy to 82.55%.

FP rates fork = 1.5, k = 4 and k = 12 are, respectively, An objective comparison with competitive approaches is

13.78%, 25.43% and 34.35%, and the FN rates are 9.7794fifficult, since they are applied to different databaseswvHo
4.54% and 1.89%. ever, it should be noticed that the approach described in [1]

achieved TP and TN rates of 85.9% and 86.0%, respectively.

3The accuracy is the rate of total samples (either positivasegatives) Also, the technlque described in [2] apparently U.Seq the
that were correctly classified. same database as the one used in our work, achieving an



accuracy of 77%. As it was presented in the last section10] C. Ebner, G. Gabler, C. Massone, R. Hofmann-Wellenhof,

our system achieved a TP rate of 88.31% and a TN rate of

88.52% using only 2 features (MDA-FKT2+Enhancement),
yielding an accuracy of 88.41%.

As future work, we intend to use other databases to traini1]
and validate the classifiers, obtained with a standardized

procedure for image acquisition (which would probably

increase the accuracy of the proposed system). Anothet poiﬁlz]

for improvement is the study and development of other
features that better discriminate melanomas for otheotessi
and the use of other distributions (rather than the Gaupgsian
to model the classes melanoma and non-melanoma.
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(3]
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