3D Linear Facial Animation Based on Real Data
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Abstract—In this paper we introduce a Facial Animation modeling the animation itself. The most realistic resufts i
system using real three-dimensional models of people, acied  modeling faces usually come from obtaining information of
by a 3D scanner. We consider a dataset composed by models \e4| hymans, by 3D scans or reconstructed models from pho-

displaying different facial expressions and a linear intepolation . . - .
technique is used to produce a smooth transition between the tographs ], [2]. To increase realism, statistical techniques

One-to-one correspondences between the meshes of eachdhci are also used in surfaces that are too smooth to produce
expression are required in order to apply the interpolation  wrinkles and poresd. In turn, to accomplish a feasible an-
process. Instead of focusing in the computation of dense jmation, there are at least four fundamental approachés tha
correspondence, some points are selected and a triangulatiis  5r6 majnly used in facial animation: direct parametrizatio

defined, being refined by consecutive subdivisions, that cqmte le-based f dri d int lati
the matchings of intermediate points. We are able to animate muscie-based, periormance-driven and interpolaton.

any model of the dataset, given its texture information for In direct parametrization, the face is represented by a
the neutral face and the geometry information for all the  polygonal mesh and it moves through a set of parameters
expressions along with the neutral face. This is made by that modifies characteristic points of the face. Thus, this
computing matrices with the variations of every vertex when approach aims to build a model that can generate a wide
changing from the neutral face to the other expressions. The . . .
knowledge of the matrices obtained in this process makes 'aNde of faces and facial expressions based on th_ls set of
it possible to animate other models given only the texture ~control parameters, that should be as small as possible. One
and geometry information of the neutral face. Furthermore,  disadvantage of the process is that the parameters depend
the system uses 3D reconstructed models, being capable of gn the topology of the face, and must be rewritten to be
generating a three-dimensional facial animation from a sigle used in other models. Seeking to overcome this problem
2D image of a person. Also, as an extension of the system, . . '
we use artificial models that contain expressions of visemes f[he MP,EG'4 standard was cr.eate_d, intending to, be an
that are not part of the expressions of the dataset, and their international standard to the animation of parametric$ace
displacements are applied to the real models. This allows and being used in some projecty,[[5], [6]. The goal of
these models to be given as input to a speech synthesis the direct parametrization is defining a model that alloves th

application in which the face is able to speak phrases typedb  gnacification of all possible expressions. However, thisid
the user. Finally, we generate an average face and increase . ’
model has not been achieved so far.

the displacements between a subject from the dataset and

the average face, creating, automatically, a caricature othe The muscle-based approach, in turn, seeks to simulate the
subject. geometry of bones, muscles and tissues of the face. In this
Keywords-Computer Graphics, Facial Animation, 3D Recon- technique, the vertices of the model are not altered djrectl
struction. and must follow the interactions of an internal structure
as it is modified. The pseudo-muscle based approach is a
. INTRODUCTION variant for the method, which does not simulate exactly

Facial animation is a topic that attracts much interesthe detailed anatomy of the face. Instead, it aims to select
among researchers, being widely studied and having mansimplified models that can be controlled in the same way.
applications, especially in the entertainment field. Qbitej  Both approaches have been explored in some studies [

a realistic facial animation is a difficult task due to theyer [8], [9] and have, as limitations, the high complexity and
complex structure of the face. Also, humans are extremelgomputational cost used in the process of the animation.
familiar with face movements, and therefore, they can gasil Also, there are difficulties in reproducing subtle moversent
identify small details that are unnatural or inconsistenai  of the surface of the skin, such as wrinkles.

facial animation. When trying to achieve realistic restte The performance-based process of animation acquires real
biggest challenges in producing computer facial animationhuman actions and reproduce it to synthetic models, usually
are obtaining a consistent representation of the face angquiring some appropriate equipment for the movement
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Figure 1. Schematic data flow of the animation system (dditezs). Each block (solid lines) represents a process wdaleh arrow represents the
information flow between process. The system input, in teéng phase, is a 3D facial geometry fitted with texture or apk@tograph.

extraction. In facial animation, the strategy commonlydise account movements of every part of the face. In this work,
is to provide an initial map of the human’s neutral face andwe explore linear interpolation applied to a realistic data
the target’s neutral face, and use an appropriate funation tof models, acquired by scanning real people’s faces. The
update the correspondences between them as the real faeged dataset contains models displaying the six universal
moves. The most common example of performance-baseskpressions proposed by Paul Ekman’s Facial Action Coding
animation is motion capture, which traditionally is made System (joy, sadness, fear, anger, surprise and disdii§t) [
through special markers applied to the human’s fadd.[ and these expressions, along with the neutral face, regrese
However, some good results have been achieved usinthe keyframes that should be interpolated in the animation
markerless approached]], [12], [13], although special process. The data flow of the system is shown in Fidure

markers can still be used to emphasize useful information
like wrinkles [14]. In the considered process, the face models to be in-

. . ... terpolated must have the same number of vertices, which
The last method is the oldest anq most S|mple, but 't_ 'Ss not guaranteed when dealing with real data from 3D
probably also the one most used until now: the 'nterpOIat'O%cans. Therefore, it is necessary to manipulate the raw data
of key frames, represented by different facial expressionsobtained from thé 3D scanner in order to generate models

The strategy provides a smooth transition into two di1‘fdarena:at satisfy this restriction. In this context, previousri®

poses by the computation of the in-between points, an ave investigated strategies for the computation of one-to

!f the poses to be animated havglthe same topplogy, th(‘i'ne correspondences in facial meshes. 16],[a strategy
interpolation only changes the positions of the verticdse T using an optic-flow-based algorithm was introduced, being

interpolation may be linear or non-linear considering Ihat_ used latter in {7], [22]. The alternative proposed by D.
phy5|_cal movemer_1ts of the fa(_:e are usually pgrformed N Ylasic et al[19] searches the optimization of the overall
pon-llnear way. Itis also possible to _apply thg |_nterp<mlat| imilarity of the meshes, taking into account the proxinoity
n smalle.r regions of thg fac;e ata t_lme, as Itis sugge.steaome manually selected points and reference vertices, Also
n .[15]' Llnpar interpolation IS used_ln a variety of stughes in [18], some corresponding points are manually selected,
being apphed alone or combined with the other techmquegnd the matching of the remaining vertices of the dense
as mentioned1], [5], [6], [16], [17], [18], [19]. surface is made by volume morphing, using Radial Basis
The limitation of the interpolation method is that the key Functions. However, all these approaches focus on finding
facial expressions should be provided. They can either bdense correspondences between the meshes, which can lead
acquired by real humans, manually sculpted or generatetb some problems, such as insufficient correspondences
by statistically-based technique&(]. However, once the or bad matching in plain regions of the face. The main
expressions are available, the results of the interpalatiodifference of our approach is that we are only concerned in
method can overcome the achievements of other techniquesstablishing a few corresponding points that form an ihitia
which might seem artificial, especially when not taking into model, and the matching of intermediate points is made by



a subdivision process. Sectioh describes the subdivision
method applied in order to reproduce the equivalent meshej
After generating the subdivided models it is possible, for
each pose, to compute the shift that each vertex suffer
with respect to the neutral face. This information is kept
in a set of matrices used to animate other models in whic
the geometry of other expressions are not available. This
animation process is described in Sectitin

Then, a 3D facial reconstruction system is used to achievd
a more elaborated situation: using a single 2D image af
input, an animated 3D model that displays the facial ex-
pressions contained in the dataset is generated.

Moreover, an additional application is considered, in
which the same process is applied to artificial models with
expressions that are not in the dataset, making it possibl
to transfer the information of the displacement matrix com-
puted to the models of the dataset, and thus, generating ne
expressions.

One last experiment was made, in which we generat&igure 2. Model used, with 48 points and 74 triangles (topl the
an average face using models from the dataset, and ChOO?émtS of the subdivision process after 0, 2 and 4 iteratigmottom).
a subject to be automatically caricatured by increasing the

distances from the SUbjeCt and the dataset. STRATEGY OF SUBDIVISIONS:zgllez‘FLOJECTIONS USING THE INITIAL
FACE MODEL.
I[l. MODEL

Description | Vertices | Triangles

3D face data was acquired using a non-contact 3D scann€fitial face model (base mesh) 48 74
Konica Minolta Vivid 910 and reflector lamps that provided | inear subdivision and projectioh 170 206
controlled lighting conditions. The scanner is composed by | inear subdivision and projectioh 636 1184
a laser sensor and a digital camera video. The data is hencq_oop subdivision and projection 2456 4736
composed by registered texture and geometry data. The|_Oop subdivision and projection 0648 18944

output mesh contains approximately 60k vertices. Texture
images have been acquired with0 x 480 pixels (24 bits).
The model considered is similar to the one proposed b){
the MPEG-4 fac_lal an|mat|on.standard. We use an |n|t|alnormal vectors.
model of 48 vertices and 74 triangles as shown in Figure L L
. . In the dataset, the subdivision and projection process
These points were manually located on each acquired face, : L X
. . IS performed using the same initial model with the same
The model used does not consider the inner mouth region e : .
number of subdivision steps, i.e. the resulting meshes keep
because the geometry of the tongue and the upper and lowgr : ; Lo . :
) . . ; e same number of vertices, since every initial triangle is
teeth was not available in all the expressions, since these. . o
. ; ivided considering the same strategy. Therefore, thegaoc
structures are not obtained by the 3D scanner. Besides, th . s :
. . ; . Of subdivisions and projections allows to accomplish the
image of neutral face is used to map the texture in which

this region is not shown. Thus, it is possible to animaterothe.reSUItIng meshes into per-vertex correspondences ygldin

: ) . in each iteration, face models with refined approximations
face model_s using on!y the |r_1fqrmat|0n of the neutral faCe'of the raw mesh. Note that each mesh is processed indepen-
Asdn:enngtngd grﬁvuzﬁslést IS hecessary (;0 rirocess th%ently. Then, the problem of matching plain facial regions,
:T?ZV deg 3vi?h ;E?vale%t ggometf;a%?izrismmc;rd:rt)ytjl‘o?lf):/]v?:;tﬁ]entioned in Sectioh is avoided. See in Table | the strategy
the approach of Guskast. al[23 and Golovinskiyet. al[3] of subdivisions and projections considered in the 3D facial

in which the initial model of 48 landmarks is subdivided & 2ton System.
and re-projected successively, i.e. the raw mesh is refined
to 9648 vertices applying two linear subdivisions followed
by two Loop subdivisions Z4]. This subdivision scheme Once the models are subdivided, for every vertex that
divides each triangle of the initial model into four smaller is part of the neutral model, it is possible to locate the
triangles, adding new vertices to the middle of each edgecorresponding vertex in all the expressions, since they all
After each subdivision, the new vertices are projected onttnave the same index given in the subdivision process.

he raw mesh, using the directions of its corresponding

1. ANIMATION SYSTEM



Figure 3. Geometry of the expressions contained in the elafeap), displacements computed from the neutral faceesgmted by vectors that determine
the directions of the vertices of the neutral face in eachresgion (middle) and a color map for the applied displacésnéottom), where cold-colors
indicate regions of the face that are slightly modified, anttdolors indicates regions of high changes with respethdoneutral face.

Therefore, it is trivial to compute the variation of the the neutral face, it is necessary to align all models to be
position of a vertex with respect to the neutral face. Considinterpolated. The ICP metho@%] is applied, thus aligning
ering that there aren models to be interpolated, each one the models with respect to translation and rotation.

containingn vertices, we denote the models by After computing the shifts for all vertices, it is possible
to build a matrixM?~, , for each of thek poses containing
Py, k=1,....m the translations that should be applied to the vertices @f th

. . neutral face. The interpolation process gradually incrasie
where p; represents the facial expressiof (s the neutral this variation to its final value. It is also possible to combi

pose), and the vertices position on the three axis of a pose "~ . ; ; : i
P, by multiple poses into one single expression, by applying
k

amounts of the displacements of each pose that should be
combined. There is a variety of combinations of how the six
universal expressions can be combined generating new ones,
Thus, the linear difference between every vertex of awhich can be applied to our system generating expressions
given pose and its corresponding vertex at the neutral facthat are not originally part of the dataset.
is represented by At the end of the process, an animation is obtained given
the geometry of all the expressions of a single person of
the dataset. The knowledge obtained in this process can be

k k k : 1
Yo

Ugis  Uyiy Uz 1= ., n

k _ ok 1
AT; = Vi — Vi (1) used to animate other people from the dataset given only
Ayf = vzi - v;i (2)  the geometry of the neutral expression. Consider that all
Azf =k —ol, (3) the previously described steps were applied to an arbitrary

person denoted perstrase If the same subdivision process
See in Figure3 the difference between the neutral face is applied to the neutral face of another person of the dtase
and the six expressions. the resulting mesh will be equivalent to the neutral mesh
In face scans, it is common that the person’s face does ngtreviously subdivided of the base.
remain static at the time of the acquisition of the facial ex- Once the set of matriced/* is computed for the base,
pressions. Therefore, before computing the differencenfro its values can be used to transfer the animation from the



base to another model. However, it must be taken intavork. For this reason, in the current version of our system,
account that the dimensions of the model can be significantlfhe 48 vertices of the initial face model (see Fige
different from the dimensions of the base. The influence ofvere manually located onto the reconstructed mesh. Thus,
the transferred displacements could be too small, in case ththe reconstructed face with the same model used in the
model is much bigger then the base, or too large, otherwiseanimation system has been obtained performing the strategy
Therefore, a normalization is applied, by computing theof subdivisions and projections in the directions of its
dimensions of the bounding boxes of the model and thexormals.

base. The displacements made by hertices of the model ,
considering the posk are computed as: B. Speech Synthesis System

The dataset of real people used in our work contained the

. . Xpase six expressions displayed in FiguBeIn order to add more
Az = Vzi(base) ¥ Xoodel (4) expressions to these models, the same process was applied
Y, to another set of three-dimensional meshes which contained
A k — ’Uk- base (5) . : - )
Yi Vitbase) Yy, the geometry of other facial expressions not considered in
. Z”Z e the dataset. This set of models was created by the software
ase . .
Az = vfi(base) X (6) FaceGen Modelerngww.facegen.coi which includes ad-

Z o . . . .
model ditional facial expressions besides the six adopted, ssch a

whereX, Y andZ represent the dimensions of the boundingexpressions of visemes, which are the visual correspondent
boxes in each axis, for the base and the model. Also, it musis phonemes. These are artificial models, whose geometry
be considered that, besides the dimensions, the positibn agjifers extensively from the real models used. The neutral
rotation of the model and the base can be different. The ICR;ce created by the software was exported, together with
method is applied to align the model with respect to the basghe expressions of visemes and the expression of the model
from which the animations will be transferred. with eyes closed, and all these meshes were given as
In fact, it is not relevant if the new model to be animatedinput to same procedure described in Sectibncomputing
is part of the dataset or not. We can simply consider anghe displacement matrices of each pose. Since, after the
model that contains the information of geometry for thegypdivision process, the neutral model of the artificial set
neutral face to produce a similar animation. This fact aflow s equivalent to the subdivided neutral model of the dataset
to include two additional functionalities to the system: tothe matrices could be used to transform the real models.
use and animate the result of reconstructed models and The models were then used by a speech synthesis ap-
to generate new expressions to the models of real peoplgication which manipulates the face, synchronizing its
considered in the dataset by computing the variation mesric lips movement with synthesized text that is typed by the
of other models. user. The developed system uses a text-to-speech library
to recognize the phonemes contained in the text, that can
be spoken in Portuguese or English, and a callback is
A PCA-based 3D face reconstruction system is used inegistered to notify the system whenever a phoneme event
order to obtain a 3D version of a 2D input imaggl.[ occurs. Then, the related viseme is displayed, according
Given an input frontal face image to be 3D reconstructedto a map previously defined of phonemes and visemes
a set of facial landmarks is manually selected on the 2Daccording to the MPEG-4 standard for the English language,
image. The set of facial landmarks (feature points) is useavhich consider 15 phonemes. Because there are no standards
to normalize the input texture. The 3D facial geometryof visemes mappings in Portuguese, an approximation is
is produced by projecting the normalized texture onto theperformed, considering a subset of MPEG-4 visemes that
geometry space (obtained in the training procedure). Theorrespond to phonemes present in the Portuguese language.
projection is produced by using a PCA vector basis anduring human’s speech, the current viseme is affected by the
a linear optimization function to relate 2D texture and 3D previously displayed viseme, and also by the face expnessio
geometry information as described iBg]. Finally, the 3D  at the time P7]. In our system, these details are taken into
reconstruction is obtained by directly mapping the normal-consideration, using the fact that multiple poses can higyeas
ized texture onto the geometry. combined. The expression having the models with eyes
In the reconstruction system the same 3D face datasefosed is used as a blinking movement to provide greater
considered in36] was used, consisting of the neutral face realism to the animation.
and the six poses of ten subjects (5 female and 5 male ) )
subjects). Therefore, the training procedure was perfdrmeC- Caricature Auto-generation
in a total of 70 facial expressions. A caricature is a face representation in which the shape of
It is important to note that, the reconstructed face prasentsome facial attributes appear highly exaggerated. Comynonl
a facial model different to the model considered in ourthis facial attributes refer to parts of the face in which

A. 3D Facial Reconstruction System


http://www.facegen.com

there is already a bit disparity in comparison to an average 0% 25% 50% 75% 100%
face. The ability of performing interpolations by compugtin
linear distances is used to generate automatic caricature
The idea of the approach is suggested by V. Blanz and
Vetter [16] and consists of caricaturing individual faces by
increasing their distance with respect to an average face.
our work, the average face has been obtained computing t
mean of each vertex of neutral faces belonging to the faci
reconstruction system.

The face models are aligned and the linear differencq
between each vertex of the model and its related vertex o
the average face is computed. The knowledge obtained wit
these displacements is applied on the face model in order
create caricatures in a simple way. By increasing its digtan
with respect to the average face it is possible to expand t
disparity of attributes in which there were already corntras
with respect to the average face. It is important to note tha
the reverse displacements, applied in the face model, sllo
to obtain a deformation that approximates the model fro
the average face.

IV. RESULTS

The system has been tested using real data. All eX
periments were performed with the animation knowledg
obtained by the displacement matrices computed using t
neutral face and the six facial expressions of a person g
the dataset. Figuré shows the obtained interpolation given
the geometry of all the expressions of this person. This dat|
was considered in the training phase for the computation g
the matrices applied in the experiments described next.

Some experiments have been performed to evaluate t
system, in which we explore transferring the animationd
from t_he base model t.O anOther.perSO.n of the dataset. .Orfﬁgure 4. Results given the geometry of all the expressiodstize texture
experiment was considered to investigate the expressionsthe neutral face. The interpolations of the six expressiare presented
transfer to another model, given the texture and geometrip each line of the image, at increasing stages.
information of the neutral face. The results are presented

in Figure 5(a). A second experiment was performed to ) _ ) )
animate a 3D reconstructed face taking as input only a ophe effects of increasing and decreasing the displacenénts

photograph, and the results are shown Fig(is. the two modelg with respect to the average face. Fig(ag
In another experiment (see Figu®, it is shown how shows thfe caricature of a person who is als.o part of the
the expressions of artificial models were applied to the reafomputation of the average face and the caricature shown
models we were working with, allowing them to be part N Figure _8(b) considered a subject who is not part of this
of the speech synthesis application developed. The artificomputation. .
cial model contains approximately 6.000 vertices, having a Videos of all the experiments and of the speech syn-
topology that differs significantly from the one of the real thesis system using the real models are available at
models. Note that not every method of expression transfef/\WW.vision.ime.usp.brfdedea/sibgrapi2010
works when models have topologies that are too different.
Interpolation methods that rely on dense correspondence
would fail in such situation. This paper describes a system of 3D facial animation
Finally, in the last experiment, automatic caricatures ofusing real human faces. The animation is performed through
two subjects were generated. The average face was creatkear interpolations which require the computation of -one
by computing the mean of each vertex of 10 different facego-one correspondences between the faces. We show a
from the dataset, presented in Figufé@). The resulting strategy for computing the correspondences based on a few
average face can be seen in Figui(p). Figure8 shows manually selected points followed by a subdivision process

V. CONCLUSION
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(b)

Figure 5. Experimental results for different types of inpat) texture and geometry of the neutral face, (b) only th¢ute of the neutral face. Each
image is associated to an facial expression with 100% ofiatisment.

(b)

/a/ /e/ /1/ /O/ /u/ Figure 8. Results of the caricature generation. The origimadel (middle),
the transformed model by decreasing the displacements tfhenaverage

Figure 6. Visemes expressions for the vowels, generateduimmdel face (left), and the caricaturization by increasing theldisements (right).

from the matrix previously computed by artificial models.

number of future research directions which can be exploited

in order to improve the quality of the animation system.

It is now considered a simple method of animation, but

more realistic results might be obtained considering non-

linear movements. It may also be considered the possibility

of acquiring the viseme information from scanning real
@ (b)

people, instead of obtaining this information from artdici
Figure 7. Faces considered in the computation of the aveemgeon the models, a.n thus, eXtendlng. the us_ed dataset. So far, in all
auto-generation of caricatures: (a) 3D facial geometry @fstibjects, (b) th€ experiments reported in Sectid¥, the base model
neutral average face. was represented by an arbitrary person of the dataset. We

intend to investigate if, for each one of the six considered

poses, combining the facial expressions of every person
which avoids the problems of dense matching approachesf the dataset generating an average expression and using
Displacement matrices are calculated from real-world ,datathe average expression as a base could lead us to better
being subsequently used to perform simple facial animationresults. Finally, the subdivision strategy requires thas t
The experimental results have shown that the proposeihitial points are manually placed in the models. Naturally
system may be applied to animate faces from subjects nahis approach leads to the problem that marking several
present in the training phase. images may be an exhausting process. We aim to explore an

We have shown that the ability to interpolate models ofautomatic method for finding correspondences between the

a realistic dataset can lead us to interesting results, buaw data obtained by the scanner, so meshes with the same
there is still room for improvements. It has been identified atopology can be generated and easily interpolated.
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