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Abstract. In this work we propose improvements to the preliminary investigation on position based watermarking
[7] by proposing an informed insertion approach. In addition, we see how these modifications bring even higher
fidelity in comparison to the original work, and how the system may become reasonably robust to some common
image processing operations. Regarding robustness, we also show how the proposed system may have an unique
approach when dealing with collusion attacks. Usually in watermarking systems, the information to be transmitted
is related to the watermark sequence itself. In contrast, in position based watermarking, the information is given
by the watermarkposition in the image. In the informed embedding method for position based watermarking
introduced here, an optimization criteria to choose the best among the available positions is suggested, improving
considerably the system’s performance. Moreover, we compare the improved system with the traditional spread
spectrum method and obtain satisfactory results regarding both fidelity and robustness to different attacks.

1 Introduction

In general, watermarking systems aim to have good per-
formance regarding all the important requirements such as
perceptual transparency, robustness, good payload, etc [1].
For many applications, fidelity may be the most important,
where a very high signal-to-noise ratio (SNR) is desired.
This is the main advantage and motivation behind position
based watermarking (PBW). Although for many of these
applications the watermarked Work does not suffer any kind
of processing, users often unmaliciously modify the Work.
These robustness issues, not previously dealt with in the
original paper, are now faced here. In the case of malicious
attacks, PBW can behave in an unique manner when deal-
ing with collusion attacks.

This paper initially presents a brief overview of PBW.
In the sequence, in Section 3, we propose several improve-
ments to original work on PBW. First, we decrease the time
required for the detection process significantly by suggest-
ing detection in the frequency domain. Afterwards, we
deal with an optimization issue, where the ideal position
set (among a few) is selected. In Section 3.3, we bring
up and exploit one important feature of PBW: its ability
to allow a choice of the watermark (ie. the pseudo-random
sequence block). This is possible because the information
to be transmitted is given only by the watermark position,
and not by its content. We focus on which characteristic
are best desired for the watermark to be inserted, as well as
how many watermarks we should have available to choose
from. Section?? deals with the modifications that can be
done to make the method robust to some very common im-
age processing operations. In addition, this sections shows
how the system may be suitable to survive malicious collu-

sion attacks. Finally, Section 5 compares and illustrates that
the proposed informed embedding system can have better
performance than the traditional spread-spectrum method.

2 Overview of PBW

In traditional watermarking schemes, the information to be
transmitted is usually related to the watermark sequence it-
self. In PBW, the embedding procedure is based on the po-
sition of pseudo-random watermark blocks. The blocks are
inserted in the image and their position correspond to the
information to be transmitted. In the detection process, the
detector scans the image and findswherethese blocks are
placed, and decodes these positions to a unique bit string.

Let us consider a host imageI0. A a pixel grid of size
NxM , whereN is the image height andM is the image
width, may representI0. In this grid, it is possible to insert
k watermarksw of sizewh × ww (wherewh is the water-
mark block height andww is the watermark block width),
made up of1’s and -1’s, modulated by a gainK, as shown
in Fig. 1. LetRef be pixel(0, 0) of the watermark blocks,
as it shown in Fig. 2.

Let us suppose, for example, that we wish to embed
the following bit stringS1 to the image:

S1 = 0010011: one could say, for example, that mak-
ing use of an appropriate coding scheme,S1 could be rep-
resented by the embedding of a watermarkw with its ref-
erenceRef placed over pixel(10, 25) of the host image
and another watermarkw with its referenceRef over pixel
(75, 120) of the host imageI0.

So, assuming traditional additive embedding technique
in the spatial domain, the marked image is identical to the
original one, except where the watermark blocks are placed.



Figure 1: Image grid with two pseudo-random sequences.

Figure 2: Representation of the reference pixel.

If the insertion is applied on the DCT domain, for example,
the distortion is spread all over the image.

In the detection process, the detector scans the image
and finds the exact positions in the image with the highest
correlation to the watermark blocks, as illustrated in Fig.
3. These positions are finally decoded to the bit string they
represent.

Figure 3: The process of searching for watermarking
blocks.

The capacity for the method clearly depends on the im-
age size and on the number and size of watermark blocks.
Considering no superposition of one watermark over an-
other, and considering that splitting of the watermark is not
permitted, the capacity is given by:

Cap =
log[C(p, k)]

log 2
= log2[C(p, k)] (1)

where

C(p, k) =
p!

(p− k)! · k!
(2)

is the combination formula, andp

p = (N − wh + 1) · (M − ww + 1)
− (k − 1) · [(2 · ww − 1) · (2 · wh − 1)− 1]

(3)

is the number of available positions for the insertion ofk
watermarks.

An illustration of the above equation (1) can be seen
in Fig. 5

Figure 4: Capacity for a256 × 256 image with watermark
blocks of size32× 32.

3 Proposed Improvements

3.1 The detection procedure

One major disadvantage of the initially proposed PBW is
the computationally inefficient detection process. The oper-
ation of scanning the image and calculating the correlation
for each position can be quite time consuming for large im-
ages. As a simple alternative to overcome this inefficiency,
we make use of thecorrelation theorem[9]. The correlation
can then be carried out in the frequency domain via the FFT
(Fast Fourier Transform), by simply multiplying the Fourier



Figure 5: Capacity for a512 × 512 image with watermark
blocks of size32× 32.

transforms of both the image and watermark block. As an
example, suppose we are inserting information in the spa-
tial domain of the Lena image. The distortion occurs only
inside the indicated square regions in the input imageIW

of Fig. 6, which shows the block diagram for the proposed
detector (operations like padding with zeros, rounding, etc,
are omitted from the diagram).

Figure 6: Block watermarked Lena.

So, the bright spots in the output imageIC represent
the positions where the watermark blocks were placed, be-

coming clear the relationship betweenIC and the squares
positions inIW . An analysis of computational complexity
of both the spatial and frequency domain detection method
is given next. This comparison presents the advantage of
using the correlation theorem to speed up the process. Equa-
tion (4) presents the correlation operation in its basic form,
for a blockw of dimensionswh · ww :

RIww =
1

wh · ww

wh∑
i=1

ww∑
j=1

IWi,j
wi,j , (4)

For this equation we may consider, approximately, a com-
putational complexity ofO ≈ 2(wh · ww) operations. De-
sconsidering borders and making an approximation, the whole
process does the correlation operation over the whole im-
age (Figure 3), that is,M × N times. Hence, the number
of operations raise, and we can write the equation of com-
putational complexityOCC of the detection process using
correlation as:

OCC = M ·N(wh · ww) · 2 (5)

Regarding the FFT, it is known [9] that this transform has a
computational complexity of

OFFT = M ·N log2(M ·N) (6)

operations. Considering that the block diagram of Figure 6
contains two FFT’s e one IFFT (which has the same com-
putational complexity of the FFT), we may determine the
computational complexityOFreq of the whole process as:

OFreq = 3 ·M ·N log2(M ·N) (7)

From equations (5) and (7) the graph in Figure 7 may
be built. In this figure, the upper line represents theOCC

OF req

ratio, with fixed block dimensions. The lower line repre-
sents the tCC

tF req
ratio, obtained from experimental results,

where tCC is the processing time of the spatial domain
search, andtFreq is the processing time of frequency do-
main search. Although there is a scale difference, a similar
behavior from the two curves is noted, decreasing as the
image size increases. Equaling equations (5) and (7), im-
age dimensions for which both techniques have the same
performance (that is,OCC

OF req
= 1) can be estimated, as a

function ofwh eww:

M ·N = 2
2(wh·ww)

3 (8)

3.2 Optimization Process

The coding scheme proposed in [7] consists of an one-to-
many mapping to code a stringS to k positionspj (j =
1, 2, ..., k) in the image. It is suggested that instead of hav-
ing only one single setQ of positions representingS, we



Figure 7: Computational complexity ratioOCC

OF req
and pro-

cessing times ratiotCC

tF req
, as a function of image size.

haveq sets, where{q ∈ Z | q > 1}. As an clarifying
example, one could have the following optionsQi (i =
1, 2, ..., q) as where to insert the watermarks when embed-
dingS, for k = 2 andq = 5. (Fig. 8)

Figure 8: Illustration of different watermark sets represent-
ing the same bit string forq = 5 andk = 2.

Having theseq options allows the choice of the bestQi

to be made in terms of fidelity and detection performance
of the watermark. Also, for various reasons, it may be in-
teresting to keep some regions of the image totally distor-
tion free, as for example, the membrane of the cell in Fig.
9. One will choose the set depending on the watermark
requirements, and we propose here the use of Pareto opti-
mization method [8] to make this choice. Usually, there ex-
ists a trade-off among the different properties of watermark-
ing. Using Pareto optimization, the trade-off is represented
by the angleα in Fig. 10. In this figure, an example of
set selection is given, with set1 or set4 being selected (de-
pending on the angleα). A fidelity measure for each of the
sets can be obtained using Watson’s perceptual model [3],
for example. For robustness, the result of the correlation
can be used, as a higher correlation means more robustness
to the watermark, regarding additive white Gaussian noise
(AWGN).

(a) (b)

Figure 9: Example of how a set 9(a) can be more suitable
than the other 9(b), where both represent the same bit string
to be embedded.

Figure 10: Selection of the best set (among five) using
Pareto method.

3.3 Choosing the watermark

As mentioned before, PBW allows a choice of the water-
mark, so the best alternative regarding detection (and conse-
quently robustness to AWGN, for example) can be selected.
To do so, it can be created a set of watermark candidates,
and due to the informed insertion, the best performance wa-
termark can be embedded.

Let W be a set oft watermarkswi (i = 1, 2, ..., t),
wheret is the number of available watermarks and{t ∈ Z |
t > 1}. It is desired that if a given watermarkwi does not
have an acceptable detection (correlation value), anotherwj

(j 6= i) may have. In order to maximize the probability this
will occur, these watermarks should be orthogonal to each
other. It is known that randomly generated sequences usu-
ally tend to be close to orthogonal [10], so a good setW
can be formed by pseudo-randomly generated watermarks
wi. Additionally, the more available watermarks to choose
from, the greater the probability of having higher correla-
tion at detection, that is

Prob(max{〈Iw, wi〉} > T ) >

Prob(max{〈Iw, wj〉} > T )
(9)



for i = 1, 2, ..., t andj = 1, 2, ..., t′ with t > t′. 〈Iw, wi〉
represents the correlation between imageIw and watermark
wi. On the other hand, having a very large numbert of us-
able watermarks may become computationally inefficient,
since many correlations have to be calculated and compared
prior to the final choice and embedding. Fig. 11 illustrates
that as the numbert of available watermarks grows, on av-
erage, the detection measure does increase as well (in ac-
cordance to (9)), but tends to stabilize after a given point.
For this reason, a good setW could havet = 20, for ex-
ample. That is, it could be formed by20 sequences pseudo-
randomly generated, allowing good detection and robust-
ness.

Figure 11: Influence of the number of available watermarks
in the detection value

4 Fingerprinting and Robustness to Collusion Attacks

Fingerprinting is considered one importante application of
watermarking systems [2], in which illegal copies of a Work
can be traced. In this application, the owner embeds differ-
ent watermarks in the copies of the same data supplied to
different customers. Fingerprinting can be considered simi-
lar to embedding a different serial number to each customer,
in order to identify customers who have broken their license
agreement. In the case of image data, each userUi receives
a watermarked imageIWi

.
Collusion attacks have recently been of great concern

when dealing with watermarking security [4] in fingerprint-
ing applications. In this attack,C different users average
their C watermarked images (Figure 12), resulting in the
reduction of the watermark energy. As a result, the sig-
nature watermark may become undetectable, depending on
how many imagesC were in the attack. Detailed informa-
tion about collusion attacks is present in [4].

In this context, we show that PBW, due to its distin-
guished approach, can be set to be more resilient collu-
sion attacks in fingerprinting applications, when compared

Figure 12: Block diagram of linear collusion attack by av-
eraging.

with spread spectrum techniques (basic model presented in
[1]). As it has already been extensively discussed in this
paper, PBW does not modify the whole image, but only
small parts of it. Furthermore, for the same image, differ-
ent users tend to have signatures watermarked in different
regions of the image with high probability, considering that
wh · ww � M ·N .

ConsideringĪ0 a vector of lengthM · N containing
the elements of the host image. A multi-bit messageB̄ of
lengthL is to be embedded intoI0.

B̄ = [B1, B2, . . . , BL], Bj ∈ {−1,+1} (10)

As a review, in the case of CDMA watermarking, to
obtain a watermark vector̄W of length M · N carrying
theL-bit message, a setP of L reference marks is created.
Each reference mark̄Pj is a pseudo-random sequence of
lengthM ·N .

P = {P̄1, P̄2, . . . , P̄L} (11)

P̄j = [Pj1, Pj2, . . . , PjM ·N ], Pji ∈ {−1,+1} (12)

The pseudo-random sequence elementsPji are ran-
dom numbers assuming -1 or +1 with equal probability.
Ideally, for CDMA, the pseudo-random sequences of the
setP should be orthogonal to each other. These pseudo-
random sequence are generated from a keyκ that should
be known by both the embedder and the detector, such that
they can generate the same setP.

By equation (13) theL-bit messagēB is spread into a
M · N -dimensional sequencēW corresponding to the wa-
termark vector. The gain factorK determines the water-
mark magnitude.

W̄ = K ·
L∑

j=1

Bj · P̄j (13)

The watermarked image vector̄IW is finally obtained with
equation (14):



¯IW = Ī0 + W̄ (14)

Let 〈ā, b̄〉 be the correlation between vectorsā and b̄.
Considering the use of correlation to detect the watermark,
a decision variableDj is given by:

Dj = 〈ĪW , P̄j〉 =
1

M ·N

M ·N∑
i=1

IW(i) · Pj(i) (15)

in which j represents the pseudo-random sequence index
andi represents the vector element index.

Let ĪCol be an attacked (by collusion) version ofĪW :

ĪCol =
1
C

C∑
k=1

Ī0 +
1
C

C∑
k=1

W̄k (16)

Considering a collusion attack, from equation (15):

Dj = 〈P̄j , ĪCol〉

= 〈P̄j ,
1
C

( C∑
k=1

Ī0 +
C∑

k=1

W̄k

)
〉

= 〈P̄j ,

[
Ī0 +

1
C

C∑
k=1,k 6=α

W̄k +
1
C
· W̄α

]
〉

(17)

in whichα is a constant and̄Pj ∈ W̄α. Appropriately using
the distributive property of〈, 〉:

Dj = 〈P̄j , Ī0〉+ ( A)

〈 P̄j ,
1
n

n∑
k=1,k 6=α

W̄k)〉+ (B)

〈 P̄j ,
1
n

W̄α〉 ( C) (18)

Regarding (A):
For CDMA, A = τ (constant).
For PBW, A = min{〈P̄i, Ī0〉}, i = 1, 2, . . . , t, where

P̄i is chosen from the watermark setW .
Regarding (B):

For PBW, B = 0 with probabilitypn (defined later).
For CDMA, B>0, due to the interference among the

L P̄j sequences.
Regarding (C):

Normalizing, C = 1 for PBW, sincēWα = P̄j .
Normalizing, C≈ 1 for CDMA, due to equation (14).

In order to achieve B = 0 in equation (18) using PBW,
when adding two or more images together in a collusion
attack, superposition of the watermark blocks of one image

over the watermark blocks of another image is not allowed,
as this superposition may act as interference (as occurs in
spread spectrum watermarking). It is shown next that PBW
can indeed have a very low probability of mixing different
watermarks from different users.

Consider the grid shown in Figure 1 with two blocks
inserted in it. As mentioned, the grid itself represents a
digital image and the blocks represent watermarks inserted
in this image. Let blockA1 be one of the marked blocks
of the grid shown in Figure 1. Let the grid have dimen-
sionsM ×N and let the marked blockA1 have dimensions
wh ×ww. Consider that theRef of an additional blockB1

may be located at any of theM ·N image pixels with equal
probability. In an geometric analysis, we find that the prob-
ability pn {0 ≤ pn ≤ 1} of absence of watermark blocks
superposition is given by

pn ≥ 1− k2 · (2 · wh − 1) · (2 · ww − 1)
M ×N

· (C − 1) (19)

The symbol≥ is used becausepn depends on the positions
of the blocks, so equation (19) represents the worst case
situation, considering no interference. On the other hand,
the probability of occurring complete block superposition
is given by

py =
(

kk

(M ·N)k

)C−1

(20)

representing the probabilitypy {0 ≤ py ≤ 1} of occurring
the complete superposition of thek watermark blocks of
C images. This would be the case in which, similarly to
CDMA watermarking, full superposition (and consequently
maximum interference) of the watermarks occurs.

5 Experiments

Although PBW can be applied in any domain (spatial, fre-
quency, wavelet), we present here a comparison with the
existing CDMA [1] method in the spatial domain. It should
be noted that many of the tools (pre-filtering, masking, etc)
that can be used in CDMA watermarking may be used for
PBW as well.

5.1 Fidelity

In the experiment, for a fair comparison, we tune both tech-
niques (PBW and CDMA) to the same capacity (28 bits)
and fix an unique gainK just strong enough to assure suc-
cessful detection in the250 test images. The other parame-
ters were:

• Dimensions of watermarked images:256× 256

• Dimensions of watermark blocks used:32× 32

• Numberk of blocks used:k = 2



Table 1: Fidelity Comparison: Watson Perceptual Model♦

SNRF

Amount of Distortion
Image Proposed Method Spread Spectrum
Lena 0.0040♦ 42.03F 0.0746♦ 29.52F

Barbara 0.0037♦ 43.32F 0.0722♦ 30.81F

Peppers 0.0042♦ 43.97F 0.0726♦ 31.41F

F-16 0.0030♦ 46.38F 0.0610♦ 33.87F

Sailboat 0.0031♦ 44.23F 0.0632♦ 31.74F

AVERAGE 0.00391♦ 43.50F 0.0720♦ 32.14F

Table 2: Fidelity Comparison: Watson Perceptual Model♦

SNRF

Amount of Distortion
Image Informed PBW Blind PBW
Lena 0.0040♦ 42.03F 0.0063♦ 37.95F

Barbara 0.0037♦ 43.32F 0.0057♦ 39.24F

Peppers 0.0042♦ 43.97F 0.0068♦ 39.89F

F-16 0.0030♦ 46.38F 0.0048♦ 42.30F

Sailboat 0.0031♦ 44.23F 0.0049♦ 40.15F

AVERAGE 0.00391♦ 43.50F 0.0054♦ 40.33F

• Numberq of option sets, for the informed insertion:
q = 4

• Numbert of watermarks in the setW , for the informed
insertion:t = 20

Having assigned these parameters, we compare both
systems regarding fidelity. Results of Table 1 illustrate that
informed PBW does offer both a higher SNR and a higher
measure according to Watson’s perceptual model, illustrat-
ing that fidelity can be one of its main advantages. The
AVERAGE field represents the average of results for250
test images.

Table 2 shows results of another experiment, in which
informed insertion PBW is compared with the previously
proposed [7] blind insertion PBW.

5.2 Robustness

In another experiment, both the CDMA and PBW methods
were tuned to the same capacity and fidelity. The methods
are now compared regarding robustness to non-malicious
attacks. Often, non-malicious attacks can be approximated
by the addition of additive white Gaussian noise (AWGN)
to an image [1], justifying its use in the experiment. For
each of the250 test images, AWGN was added, with in-
creasing variances (steps of 0.002). Results presented in
Figures 13 and 14 illustrate that for the same noise energy,
PBW has a better detection performance than CDMA wa-

termarking. In these figures, the horizontal axis indicate
the noise variance, and the vertical axis indicate how many,
out of the250 test image, had their watermarks successfully
detected.

Figure 13: Number of images with correct detection as a
function of noise variance, for the PBW method.

For an image severely damaged (AWGN with variance
0.04), in PBW about50% (125 out of 250) of the water-
marks were sucessfully detected. In CDMA, for the same
noise energy, less than10% of the images had their respec-
tive watermarks correctly detected.

Figure 14: Number of images with correct detection as a
function of noise variance, for the CDMA method.

5.3 Collusion Attacks

Results of an experiment comparing CDMA and PBW re-
garding robustness to collusion attacks are shown in Figure
15. In this figure, the horizontal axis indicates the tested
image. The vertical represents the numberC of images
included in the attack. The marks indicate the maximum
value ofC for which the systems present a perfect detec-
tion.



A superior performance of the PBW method is noted,
in agreement with the analysis of Section 4.

Figure 15: Comparison between CDMA and PBW, regard-
ing robustness to collusion attacks.

6 Conclusions

In this paper, we have proposed an informed insertion method
for the innovative PBW technique. We have introduced an
optimization issue involving the choice of the best positions
to make an insertion. Results have shown that under cir-
cumstances where complete fidelity of specific regions of
the image is a major issue, PBW has better performance in
comparison to standard CDMA. We also argue that PBW
may be more robust to AWGN and collusion attacks, as il-
lustrated by the experimental results. Future study includes
a metric to determine the ideal number of sets to have avail-
able in the optimization process, as the greater the number
of sets, the lower the capacity. In addition, future work may
extend the PBW method to audio or video watermarking.
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