A method for cut detection based on visual rhythm
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Abstract. The visual rhythm is a simplification of the video content represented by a 2D image. In this work,
the video segmentation problem is transformed into a problem of pattern detection, where each video effect is
transformed into a different pattern on the visual rhythm. To detect sharp video transitions (cuts) we use topological
and morphological tools instead of using a dissimilarity measure. Thus, we propose a method to detect sharp video
transitions between two consecutive shots. We present a comparative analysis of our method with respect to some

other methods. We also propose a variant of this method to detect the position of flashes in a video.

1 Introduction

The video segmentation problem can be considered as a
problem of dissimilarity between images (or frames). Usu-
ally, the common approach to cope with this problem is
based on the use of a dissimilarity measure which allows to
identify the boundary between consecutive shots. The sim-
plest transitions between two consecutive shots are sharp
and gradual transitions [1]. A sharp transition (cut) is sim-
ply a concatenation of two consecutive shots. When there
is a gradual transition between two shots, new frames are
created from these shots [1]. In literature, we can find dif-
ferent types of dissimilarity measures used for video seg-
mentation, such as, pixel-wise comparison, histogram-wise
comparison, etc. If two frames belong to the same shot,
then their dissimilarity measure should be small, and if two
frames belong to different shots, this measure should be
high, but in the presence of different effects, like zoom, pan,
tilt, flash, this measure can be affected. So, the choice of a
good measure is essential for the quality of the segmenta-
tion results.

Another approach to the video segmentation problem
is to transform the video into a 2D image, and to apply me-
thods of image processing to extract the different patterns
related to each transition. This approach can be found in [2,
3], where the transformed image is called visual rhythm [2]
or spatio-temporal slice [3]. Informally, the visual rhythm
is a simplification of the video content represented by a 2D
image. This simplification can be obtained from a system-
atic sampling of points of the video, such as, extraction of
the diagonal points of each frame. In Fig. 1, we illustrate an
example of point sampling from a video. So, the video seg-
mentation problem is transformed into an image segmenta-
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tion problem. In this work, we propose a method for cut
detection based on analysis of visual rhythm. We also pro-
pose a variant of this method for flash detection. According
to the comparative analysis involving our method and some
other methods, we can verify that the proposed method for
cut detection presents the best results.
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Figure 1: Visual rhythm.

This paper is organized as follows. In Sec. 2, we de-
scribe the basic method used in this work, the visual rhythm.
In Sec. 3, we describe some related works. In Sec. 4, we
propose a method for cut detection based on the analysis of
visual rhythm. In Sec. 5, we show a variant of our method
for flash detection. In Sec. 6, we have done a compara-
tive analysis involving our method and some other methods
using quality measures. Finally, some conclusions and a
summary of future works are given in Sec. 7.

2 Visual rhythm

LetD C Z2,D = {0,...,M — 1} x {0, ..., N — 1}, where
M and N are the width and the height of each frame, re-
spectively.

Definition 2.1 (Frame) A frame f, is a function from D
to Z where for each spatial position (z,y) in D, fi(z,y)
represents the grayscale value of the pixel (z,y).



Definition 2.2 (Video) A video V, in domain 2D + t, can
be seen as a sequence of frames f; and can be described by

V= (f)eo,r-1 ¢))

where T is the number of frames contained in the video.
When we work directly on the video, we have to cope

with two main problems: the processing time and the choice -

of a dissimilarity measure. Looking for reducing the pro-
cessing time and using tools for 2D image segmentation
instead of a dissimilarity measure (as we will see in Sec.
4), we transform the video into a two-dimensional image,
called visual rthythm (2, 3].

Definition 2.3 (Visual rhythm (Spatio-temporal slice))
Let V = (ft)ce[o,T—l] be an arbitrary video, in domain
2D + t. The visual thythm ¥, in domain 1D + ¢, is a sim-
plification of the video where each frame f; is transformed
into a vertical line on the visual rhythm that is defined by

Ht,z) = fifrz xz2+a,ry x2+b) (2)
where z € {0,..,My — 1} and t € {0,...,Ny — 1}, My
and Ny are the height and the width of the visual rhythm,
respectively, r, and ry are ratios of pixel sampling, @ and b
are shifts on each frame. Thus, according to these parame-
ters, different pixel samplings could be considered, for ex-
ample,ifr; =7, = landa = b= 0and M = N then we
obtain all pixels of the principal diagonal. If r, = —1 and
ry =1landa = M and b = 0and M = N then we obtain
all pixels of the secondary diagonal. If r, = 1 andr, = 0
and a = 0 and b = N/2 then we obtain all pixels of a cen-
tral horizontal line. If r, = 0Oandr, = 1l and a = /2
and b = 0 and then we obtain all pixels of a central vertical
line.
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Figure 2: Visual rhythm obtained from a real video using
different pixel samplings: principal diagonal (top) and cen-
tral vertical line (bottom). The temporal positions of sharp
video transitions are indicated in the middle image.

The choice of the pixel sampling is a problem because
different samplings produce different visual rhythms with
different patterns. [2] presents some pixel sampling with
their correspondent visual rthythm, and it is said that the best
results are found when the sampling based on a diagonal
is used because it contains horizontal and vertical features.
In Fig. 2, we illustrate two visual rhythms obtained from
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a same video but with different pixel samplings, in these
cases we use the principal diagonal (Fig. 2-top) and central
vertical axis (Fig. 2-bottom) sampling. We can observe that
there are “vertical lines” in Fig. 2-bottom that do not cor-
respond to sharp video transition but all sharp video transi-
tions correspond to “vertical lines” on the visual rhythm.

3 Related works

In literature, we find different approaches for cut detection,
amongst them, those that are applied directly to the video
and those that are applied to a simplification of the video,
called visual rhythm. In [4], we can find some methods for
cut detection.

3.1 Methods applied to the video

These methods represent the most common approach for
cut detection and are associated with dissimilarity measures.
In general, dissimilarity measures (calculated between each
pair of consecutive frames) are compared to a threshold to
detect a transition, but the choice of a good threshold rep-
resents a problem, because the result of the video segmen-
tation is highly dependent on the threshold value.

In [5], it is proposed a methodology for cut detec-
tion considering the mean of the pixel difference between
two consecutive frames as the dissimilarity measure. After-
wards, a morphological filter is applied to the one-dimensio-
nal signal (signal computed by the dissimilarity measure).
And finally, a thresholding with value 20% of the maxi-
mum value of this signal is applied. Another approach is
to consider the histogram intersection [4] as dissimilarity
measure. In theory, histograms of frames into the same shot
would be similar, that is, their dissimilarity measure would
be small.

3.2 Visual rhythm-based

On the visual rhythm ¢ obtained from the principal diag-
onal sampling, the cuts correspond to horizontal intensity
discontinuities that are vertically aligned. These disconti-
nuities may be easily observed on Fig. 2. In [2] is defined
a statistical approach based on visual rhythm for cut detec-
tion. This approach considers the local mean and variance
of the horizontal gradient. An adaptive thresholding is ap-
plied to detect a sharp video transition. In [3], we can find
another method from visual rhythm based on concepts of
Markov model for image segmentation.

4 A method for cut detection

Usually, the shot detection is the first step to automatically
segment a video and it is associated with the detection of
sharp and gradual transitions between two different shots
[1]. In this work we consider only the sharp transition that
is simply a concatenation of two consecutive shots.

With the aim of realizing a video segmentation without
defining a dissimilarity measure, we can use a simplifica-



tion of the video content, the visual rhythm, where the video
segmentation problem, in domain 2D + ¢, is transformed
into a problem of pattern detection, in domain 1D + ¢. So,
we can apply methods of 2D image processing to identify
different patterns on the visual rhythm because each video
effect corresponds a pattern in this image, for example, each
sharp video transition is transformed into “vertical lines”
on the visual rhythm. Unfortunately, this correspondence is
not one-to-one relation, i. e., a sharp video transition corre-
sponds to a vertical line, but a vertical line is not necessar-
ily a sharp video transition. This problem can be resolved
by considering visual rhythms obtained from different pixel
samplings. Afterwards, a simple intersection operation be-
tween these results may be used to correctly identify the
sharp video transitions.

Fortunately, in general, we can use only a visual rhy-
thm obtained from principal diagonal sampling because this
problem rarely occurs in practice. Furthermore, this visual
rhythm represents the best simplification of the video con-
tent, according to [2]. To follow, we will define a method
for cut detection based on visual rhythm.

4.1 Steps of our method

Let V be an arbitrary video as defined in Sec. 2. To facilitate
the description of our method, we will describe each step
separately.

Step 0. Visual rhythm creation: In this work, we use a
principal diagonal pixel sampling; as described in Sec. 2,
to create the visual thythm ¥ from the video V.

Step 1. Visual rhythm filtering In this step, we elim-
inate the noise of the visual rhythm using mathematical
morphology filters. The filtered image is denoted by Jp.
We apply an opening (closing) by reconstruction to elim-
inate the small light (black) components. The readers are
encouraged to read [6, 7] for more details about mathemat-
ical morphology. We choose this filtering method because
it preserves the sharp contours of the image.

Step 2. Horizontal gradient calculation The aim of this
:step is to detect the horizontal boundary between two con-
-secutive regions. This boundary (sharp contour) when ver-
.tically aligned can represent sharp video transition. So, we
-calculate the norm of the horizontal gradient V;, of the fil-
rtered image by

lvhﬂF(th)l = {ﬂF(t) z)_'ﬂF(t‘l)Z)' 3

Other derivative operators could be considered here,
we will-discuss this point in Sec. 7.

Step 3. Thinning operation Intuitively, a horizontal tran-
sition between two consecutive regions corresponds to a
“peak” in the horizontal gradient of each line. In the case
of a cut,‘'the maximum of this peak is generally reduced to
only one pixel, but in case of a gradual video transition for

299

example, the maximum of a peak may consist of several
neighboring pixels. In such cases, a simple maximum de-
tection would result in multiple responses for a single tran-
sition. This is why we introduce the thinning step, with the
aim of reducing every peak to a one-pixel-thin maximum
and thus to simplify peak detection.

Let us consider a point z in a 1D image (or signal) g.
We say that a point z is destructible for g, if one neighbor of
z has a value greater or equal to g(z) and the other neighbor
has a value strictly smaller than g(z). The thinning proce-
dure consists in repeating the following steps until stabil-
ity: i) select a destructible point z; ii) lower the value of
downto the value of its lowest neighbor.

Selection of destructible points must be done in in-
creasing order of value, so that each point is modified at
most once. Points having the same value are scheduled with
a fifo policy which guarantees that, in case of large flat max-
ima, the thinned signal is “well centered” with respect to
the original one. This procedure is in fact a particular case,
in 1D domain, of a topological operator introduced in [8].
Topological operators have as aim to simplify the image
maintaining the topology. [8] presents. eperators for image
segmentation based upon topology which generalizes to 2D
grayscale images. the notions of binary digital topology [9].

¢a) Original

(b) Result
Figure 3: Example of thinning from 1D image. Dotted line,
in (b), represents the original image.

This operator is applied to all horizontal lines of the
gradient of the filtered visual rhythm, producing a new im-
age Zr. In Fig. 3, we illustrate the thinning of a 1D image.

Step 4. Detection of the maxima points  After the thin-
ning operation, we have a new image Z+ with the horizontal
peaks being represented by a point, called maximum point.
A point z in 1D image g is maximum if its two neighbors
have values strictly smaller than g(z). So, we must find all
maxima points on the image Z to identify the center points
of the transitions. This operation produces a new binary im-
age M that is defined by

1,
0,

ifZr(t, z) > max(Zr(t —1,2),Zr(t + 1,2))
otherwise

Mt z) = { )]



Step 5. Maxima point filtering If we observe on the im-
age M, the location of the sharp video transition is rep-
resented by vertical lines on M. Unfortunately, irrelevant
components (noise) are also present in this image M, and
considering that only the relevant vertical components are
desired, we can use a morphological filter to eliminate the
noise. This filter is an opening by reconstruction with a ver-
tical structuring element of size A = 7, defined empirically.
The filtered maxima image is denoted by MF.

Step 6. Calculation of the number of maxima points.
From the filtered maxima image M g, we create a 1D image
N where each point ¢ has a value N (t) which represents
the number of maxima points of the vertical line t on Mp.
Thus, this 1D image A is given by

Mg—1

N(t)= Y Mp(t2)

z=0

(5)

Step 7. Detection of the sharp transition Finally, we
can detect the sharp video transition from the one-dimensio-
nal image N if we compare the values of each point to a
threshold, i. e., when the value of the point A(¢) is greater
or equal to a threshold T, then a sharp video transition is
detected.

In Fig. 4, we illustrate the results of some steps of
our algorithm when we apply it to a visual rhythm obtained
from a real video.

5 Flash detection

The flash presence is very common in digital videos mainly
in television journal videos. When a camera flash occurs,
an increase of the luminosity in a few frames is produced,
as illustrated in Fig. 5, and when we calculate a dissimi-
larity measure, like pixel-wise measure, we can see that in
the frames affected by a flash, the dissimilarity measure is
very high. In fact, a flash is confused with a sharp video
transition. In the literature, we can find some methods for
flash detection, like shot-reverse-shot [4]. In these cases, it
is necessary to define a dissimilarity measure. In this work,
we propose two methods for flash detection from the visual
rhythm without defining a dissimilarity measure. The first
is a variant of the proposed method for cut detection and
the second considers a filtering of the component tree cal-
culated from statistical measures computed by each frame
(or frame sub-sampling).

5.1 Filtering by top-hat

On the visual rhythm, we can observe that the video flashes
are transformed into thin light vertical lines, as showed in
Fig. 6a. So, we can easily extract these lines from a white
top-hat by reconstruction. The white top-hat by reconstruc-
tion is a mathematical morphology operator and represents
the difference between the original image g and the opening
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(b)  Horizontal (c) Maxima
gradient of the points of the
filtered visual thinned horizon-
rhythm tal gradient

(d) Filtering (e) Numbelj of ) Detected
maxima points sharp transition
in each vertical superimposed on
line the visual rhythm

Figure 4: Sharp video detection. The threshold is equal to
50% of the maximum value.

by reconstruction of g [6, 7]. Informally, this operator de-
tects light regions according to the shape and the size spec-
ifications of the structuring element. The method for flash
detection can be described as follows.

1. Calculate the visual rthythm from the principal diago-
nal pixel sampling;

Apply the white top-hat by reconstruction with square
structuring element of size A = 5. This size is associ-
ated with the potential duration of a flash;

Apply a 1D thinning in each horizontal line;

Find the maxima points;

Apply an opening by reconstruction with vertical struc-
turing element of size A = 7, defined empirically;
Calculate the number of maxima points in each verti-
cal line;

Apply a detection by thresholding.

We can observe that this method is very similar to the
proposed method for cut detection. The difference here is
the substitution of the morphological filter and horizontal
gradient by the white top-hat by reconstruction. As the
method for cut detection, this methodology detects the cen-
ter of the regions of interest, in this case, regions with peak
luminosity. Thus, we can have false detection in regions
of high luminosity changing that do not represent a flash.
Usually, this method produces good results when the flash
appears in the middle of the shot.

2.

W
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Figure 5: Some frames of a sequence with the flash pres-

ence.

Figure 6: Flash video detection. Visual rhythm (left), white
top by reconstruction (middle) and flash detected (right).

5.2 Component tree filtering

Usually, the frames affected by a flash are visually similar
to their neighbors but with a higher luminosity. The anal-
ysis of flash presence can be realized by computation of
some statistical measures like mean and median, where the
frames affected by a flash present higher mean and median
values with respect to their neighbors. From computation of
these statistical measures for all frames of the video, we can
create a 1D image for facilitating the flash detection. From
this 1D image, we need to find the “peaks” with “height”
greater than a value H, and with a “basis area” less or equal
to a value A that corresponds to the duration of the flash. In
this work, we consider that the maximum flash duration is
S frames, so A = 5. The parameter H influences the sensi-
tivity of the method and has a role similar to the threshold
in Sec. 5.1. The notion of peak, height and basis area can
precisely defined thanks to a data structure called max-tree
[10] or component tree [ 11] (refer to these papers for more
details on definitions and implementation).

6 Experimental results

In this section, we show the experimental results for cut de-
tection and flash detection. Nowadays, our video database
contains 150 videos, but we use only 32 videos for cut de-
tection experiments and 10 videos for flash detection ex-
periment. The choice of the sequences was associated with
the presence of the different characteristics, such as, cut,
dissolve, wipe, flashes, zoom-in, zoom-out, pan, tilt, object
motion, camera motion, computer effects. In Table 1, we
show some features of the chosen videos. To compare the
different methods, we define quality measures in the next
section.

6.1 Quality measures

We denote by #Cut the number of sharp (cut) transition,
by #Correct the number of cuts correctly detected, by
#False the number of detected frames that do not repre-
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Experiment Videos | Cuts | Dissolves | Flashes | Frames
Cut 32 778 46 14 29933
Flash 10 - - 23 8392

Table 1: Chosen video features for the experiments

sent a cut and by #Miss the number of the cuts that are not
detected defined by #Miss = #Cut — #Correct. From
these numbers we can define two basic quality measures.

Definition 6.1 (Recall and error rates) The recall and er-
ror rates represent the percentages of a correct and false
detection, respectively, and are given by

a = EZorecl  (recall) (©6)
8= ————##F gffte (error) )

Let 7 be the threshold used for cut detection in the
range [0,1]. If we consider that for each threshold 7 we
obtain different values for & and 3, we can represent these
relations as functions a(7) and B(7), respectively. A new
measure can be created to relate ranges in which « and
are adequate, according to the percentages of miss and the
percentage of false detection that are permitted.

Definition 6.2 (Robustness) Let a(7) and 3(7) be the
functions that relate the threshold to recall and error rates,
respectively. Let m and p be the percentage of miss and
false detection that are permitted. The robustness y is a
measure related to the interval where the recall and error
rates have the values smaller than (1 — m) and p, respec-
tively. This measure is in the range [0, 1] and is given by

u(m,p) =o' (1 = m) - 7 (p) (8)

where a~! and 7! are the inverses of the functions a(7)
and B(7), respectively. In Fig. 7, we illustrate the robust-
ness measure obtained from functions «(7) and 3(7).

Next, we define two other measures, E,, and Ry, that
are associated with the absence of miss and false detection,
respectively.

Definition 6.3 (“Missless” error) The missless error £,
is associated with the percentage of false detection when we
have results without miss (a small percentage of miss P,,
can be permitted, like 3%). The missless error is given by

Em(Pm) = B(max{r =a (@)1= ¢ < Pn}) 9

Definition 6.4 (“Falseless” recall) The falseless recall Ry
is associated with the percentage of correct detection when
we have results without false detection (a small number of
false detection Py can be permitted, like 1%). The falseless
recall is given by

R;(Pys) = a(min{r = 87! (p)|p < Py}) (10)
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Figure 7: Robustness (1) measure.

When we use methods for cut detection, we expect that
the recall is highest with a smallest error rate. To find a
compromise between these two requirements, we must de-
fine a “reward function” combining a(7) and (7). Since
high values of a and low values of 3 have to be rewarded,
the function a(7) x (1 — (7)) is a natural choice.

Definition 6.5 (Gamma measure) The gamma measure
represents the maximal value of the reward function defined
above for all possible values of 7:

v =max{a(r) x (1 - B(r))|r € [0,1]} (11
The quality of the results is associated with the values
of the measures above defined. The highest values of ro-
bustness, falseless recall and gamma measure represent the
best results of a method. The lowest values of missless error
represent the best results of a method.
In the next sections, we describe the experiments for
cut detection and flash detection.

6.2 Experiments for cut detection

In these experiments, we implemented three methods de-
scribed in literature: a variant of pixel-wise comparison,
histogram intersection and a statistical technique based on
visual rhythm. We chose these methods due to their sim-
plicity and to present good results according to [5], [12]
and [2], respectively. We also implemented the proposed
method with some variants.

In the next sections we describe all experiments and in
Sec. 6.2.1 we present a global analysis of their results.

Experiment 1 This experiment uses the difference be-
tween pixel (defined in Sec. 3) as the dissimilarity mea-
sure. A 1D signal is created from the dissimilarity values
calculated on the video. According to [5], we apply a math-
ematical morphology operator, called inf top-hat operator,
on this signal, and finally, we use a threshold to detect the
cuts, i. e., if the result of the inf top-hat operator is greater
than a threshold, then a cut is detected.

Experiment 2 This experiment uses the histogram inter-
section (defined in Sec. 3) as the dissimilarity measure. If
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the dissimilarity value is greater than a threshold, then a cut
is detected. With the aim of improving the results, we real-
ize a subdivision in each frame, according to [12]. So, each
frame contains 9 subframes, and the dissimilarity measure
is applied to all correspondent subframes in consecutive
frames, being realized the mean between these measures.
The results of this experiment when compared to previous
experiment produce worse results for robustness, falseless
recall and gamma measures, but better results for missless
error.

Experiment3 This experiment uses visual rhythm for cut
video detection based on statistical method as described in
[2]. Here, the parameters are different from those used in
other methods, in particular the threshold. While in this
method the threshold is locally adaptive and related to a
parameter that vary from 1 to 10, in the other methods the
threshold is fixed and global.

This method presents the best values of falseless recall
in these experiments, but other quality measures of the pro-
posed methods are better. In particular, this method has a
very bad missless error rate.

Experiment 4 In this experiment, we compute a 1D im-
age associated with the mean of the difference between pix-
els in consecutive frames. We apply the following algo-
rithm on this image: i) apply a white top-hat by reconstruc-
tion with a flat structuring element of size 3; ii) apply a
thinning; and iii) apply a thresholding. Step i) eliminates
noise on the 1D signal, and step ii) reduces the number
of false detection according to the quality measures. This
method can be visualized as an hybrid between the method
described in the experiment 1 and the proposed method de-
scribed in Sec. 4.

The quality measures of this method has best results
when compared to the previous experiments, with excep-
tion of the falseless recall rate of the experiment 3.

Experiment 5 In this variant of our method introduced in
Sec. 4, instead of applying the summation of the number
of maxima points in each vertical line, we use the filtered
maxima image as a mask to verify the grayscale value as-
sociated with each maxima point. Afterwards, we find the
mean of these grayscale values in each vertical line. Then,
a thresholding is applied to these results, and if the mean
is greater than a threshold, then a cut is detected. We ver-
ify that the falseless recall presents the second best result of
these experiments, but the other measures are worse when
compared to the next experiment.

Experiment 6 This experiment is related to the method
defined in Sec. 4. In general, the robustness, the missless
error and the gamma have the best results when compared
to the others experiments, and the falseless recall present
the third best value of all experiments.
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6.2.1 Analysis of the results

In Fig. 8, we show graphically the experimental results for
each experiment previously described. These graphics re-
late the threshold (except for experiment 3) to recall and
error rates. From the functions illustrated in these graph-
ics, it is possible to find the robustness, missless error rate,
falseless recall rate and gamma measure, that are outlined
in Table 2.

L Il v En B v ]
Experiment 1 | 0.01 080 0.10 077
Experiment2 | 0.00 051 0.00 0.8

Experiment3 | 0.00 120 051 0.72

Experiment4 | 0.06 049 021 0.80
Experiment5 | 0.01 048 044 0.78
Experiment6 | 011 037 035 0.80

Table 2: Quality measures p(0.10,0.30), E,,(0.03),
R;(0.01) and 7.

From these experiments, we can verify that the pro-
posed method generally produces the best resuits, mainly
according to the robustness and the missless error rate. The
result of the robustness means that the proposed method is
a not very sensitive to small variations around an “optimal
value”. Another good point of our method is related to the
missless error rate because generally, we want results with-
out miss and with a smallest percentage of false detections,
so that we can eliminate them posteriorly. Indeed, a post-
processing is essential to increasing the quality of results
because many false detections are due to the presence of
effects like flash, pan, zoom.

Also, we can observe that the processing time for ex-
periments with visual rhythm is significantly lower than for
the experiments applied directly to the video.

6.3 Experiments for flash detection

In these experiments, we apply the methods described in
Sec. 5.1 and in Sec. 5.2. In Fig. 9, we illustrate some ex-
perimental results. Considering two statistical measures,
mean and median, we compute a component tree for each
measure. The quality measures for the intersection of the
filtering of the component tree and for top-hat filtering are
outlined in Table 3.

[ [ o Em Ry v |
Top-hat 005 061 026 056
Component tree | 0.11  0.67 043  0.69

Table 3: Quality measures
R;(0.01) and 7.

1£(0.40,0.30), E;n,(0.05),

7 Conclusions

In this work, we transform the video segmentation problem
into a 2D image segmentation problem, and we propose
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Figure 9: Experimental results for flash detection.

a method for cut detection from a video content simplifi-
cation, called visual rhythm. Its main originality consists
is the thinning step that decreases the number of false de-
tections, with respect to the number of correct detections.
This method is sensitive to filtering step due to the size of
the structuring element that can eliminate some small re-
gions, i. e., if the shot size (number of frames of the shot)
is smaller than the size of the structuring element, then a
miss occurs. To realize a comparative analysis between dif-
ferent methods for cut detection, we defined four quality
measures: robustness, missless error, falseless recall and
gamma. According to these quality measures, we verified
that the proposed method have the best values of robustness,
missless error and gamma measure, when compared exper-
imentally to the other methods. Except for two methods, it
has also the best falseless recall.

Another problem that we studied is related to the flash
presence. In fact, due to the dissimilarity values, the flash
can be confused with a sharp video transition, and with the
aim of eliminating the choice of a dissimilarity measure,
we proposed two methods for flash detection. A methodis a
variant of our cut detection method that uses a white top-hat
by reconstruction and the another is related to a statistical
measure filtering.

From this work, we observed that the visual rhythm
presents an adequate simplification of the video content,
which can be basis for future developments: i) identify some
video effects, like pan, zoom, camera motion, from the de-
tection of their correspondent patterns; ii) modify the pro-
posed method to detect gradual video transitions, using the
Canny'’s [13] filter to compute the horizontal gradient.

We can also remark that considering the video sequence
as three-dimensional images, we could apply a variant of
our method directly on the video data. We have to verify
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that the additional computation effort is rewarded by a bet-
ter segmentation quality.
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