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Fig. 1. This work proposes a simple solution for facial expression recognition that uses a combination of standard methods, like Convolutional Network
and specific image pre-processing steps. To the best of our knowledge, our method achieves the best result in the literature, 97.81% of accuracy, and takes
less time to train than state-of-the-art methods.

Abstract—Facial expression recognition has been an active
research area in the past ten years, with a growing application
area like avatar animation and neuromarketing. The recognition
of facial expressions is not an easy problem for machine learning
methods, since different people can vary in the way that they
show their expressions. And even an image of the same person in
one expression can vary in brightness, background and position.
Therefore, facial expression recognition is still a challenging
problem in computer vision. In this work, we propose a simple
solution for facial expression recognition that uses a combination
of standard methods, like Convolutional Network and specific
image pre-processing steps. Convolutional networks, and the most
machine learning methods, achieve better accuracy depending
on a given feature set. Therefore, a study of some image
pre-processing operations that extract only expression specific
features of a face image is also presented. The experiments were
carried out using a largely used public database for this problem.
A study of the impact of each image pre-processing operation
in the accuracy rate is presented. To the best of our knowledge,
our method achieves the best result in the literature, 97.81%
of accuracy, and takes less time to train than state-of-the-art
methods.
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I. INTRODUCTION

Facial expression is one of the most important features of
human emotion recognition [1]. It was introduced as a research
field by Darwin in his book ”The Expression of the Emotions
in Man and Animals” [2]. According to Li an Jain [3], it
can be defined as the facial changes in response to person’s
internal emotional state, intentions, or social communications.
Automated facial expression recognition has a large variety of
applications nowadays, such as data-driven animation, neuro-
marketing, interactive games, entertainment, sociable robotics

and many others human-computer interaction systems.

Expression recognition is a task that humans perform daily
and effortlessly [3], but that is not yet easily performed
by computers. A lot of work has tried to make computers
reach the same accuracy as humans, and some examples of
these works are highlighted here. Facial expression recognition
systems can be divided in two main categories, those that
work with static images [4], [5], [6] and those that work with
dynamic image sequences [7], [8]. Static-based methods do
not use temporal information, i.e. the feature vector comprises
information about the current input image only. Sequence
based methods, in the other hand, use temporal information
of images to recognize the expression based on one or more
frames. Automated systems for facial expression recognition
receive the expected input (static image or image sequence)
and give as output one of the six basic expressions (anger, sad,
surprise, happy, disgust and fear, for example). Some systems
also recognize the neutral expression. This work will focus on
methods based on static images and it will consider the six
basic expressions only.

As described in [3], automatic facial expression analysis
comprises three steps: face acquisition, facial data extraction
and representation, and facial expression recognition. Face
acquisition can be separated in two major steps: face detec-
tion [9], [10], [11], [12] and head pose estimation [13], [14],
[15]. After the face is located, the facial changes caused by
facial expressions need to be extracted. These changes are usu-
ally represented as geometric feature-based methods [16], [17],
[18], [12] or appearance-based methods [16], [6], [19]. Geo-
metric feature-based methods work with shape and location of
facial components like mouth, eyes, nose and eyebrows. The



feature vector that represents the face geometry is composed of
facial components or facial feature points. Appearance-based
methods work with feature vectors extracted from the whole
face, or from specific regions, and are acquired using image
filters applied to the face image [3].

The facial expression recognition is the last stage of this
system. According to Liu et. al. [4], expression recognition
systems basically use a three-stage training procedure: feature
learning, feature selection and classifier construction, in this
order. The feature learning stage is responsible for the extrac-
tion of all features related to the facial expression variation.
The feature selection chooses the best features to represent
the facial expression. They should minimize the intra-class
variation of expressions while maximizing the inter-class vari-
ation [5]. Minimizing the intra-class variation of expressions
is a problem because images of different individuals with the
same expression are far from each other in the pixel’s space.
Maximizing the inter-class variation is also difficult because
images of the same person in different expressions may be
very close to each other in the pixel’s space [20]. At the end
of the process, one classifier (or more classifiers with one for
each expression) are used to infer the facial expression, given
the selected features.

Recently, a lot of work has been employed in the facial
expression recognition research field [4], [5], [12]. Methods
using convolutional neural networks (CNN) for face recog-
nition [21] can also be found in the literature. CNN’s have
a high computation cost in terms of memory and speed, but
can achieve some degree of shift and deformation invariance
and are also highly parallelizable. This network type has
demonstrated being able to achieve high recognition rates in
various image recognition tasks like character recognition [22],
handwritten digit recognition [23], object recognition [24], and
facial expression recognition [25], [26], [27], [7].

Although there are many methods proposed in the literature,
some points still deserve attention, for example, accuracy rate
could be higher in [28], [1], validation methods could be
improved in [13], [28], [25] and others limitations in general.
Trying to cope with some of these limitations while keeping a
simple solution, we present an approach combining standard
methods, like image normalizations, synthetic training sam-
ples (i.e. real images with artificial rotations) generation and
Convolutional Network, into a simple solution that is able to
achieve a very high accuracy rate (97.81%) as can be seen in
Fig. 1. Our training and experiments were carried out using the
Extensive Cohn-Kanade (CK+) database of static images [29]
that is largely used in the literature. In addition, we present
a complete validation method and a reduced training time
compared with some of the state-of-the-art methods.

The remainder of this paper is organized as follows: the next
section presents the most recent related works that are followed
by a description of the proposed approach. In section IV,
the experiments are explained, the results are presented and
compared with the state-of-the-art. Finally, a conclusion is
presented.

II. RELATED WORK

There have been several expression recognition approaches
developed in the last decade and a lot of progress has been
made in this research area recently. A full survey can be found
in [3], [30]. This section focuses on methods closely related
to the approach proposed in this work.

In [4], the authors propose a novel approach called Boosted
Deep Belief Network (BDBN). Their approach performs the
three learning stages (feature learning, feature selection and
classifier construction) iteratively in a unique framework. The
BDBN focus on the six basic expressions. Their experiments
were conducted using two public databases of static images,
Cohn-Kanade [29] and JAFFE [31], and achieved an accuracy
of 96.7% and 68.0%, respectively. The training and the testing
adopted a one-versus-all classification strategy, creating a
binary classifier for each expression. The time required to
train the network was about 8 days. The online recognition
is calculated in function of the weak classifiers. In their
method they use seven classifiers, one for each expression.
Each classifier took 30 ms to recognize each expression, with
a total online recognition time of about 0.21 s.

In [5], the authors perform a deep study using Local
Binary Patterns (LBP) as feature extractor. They compare and
combine different machine learning techniques like template
matching, Support Vector Machine, Linear Discriminant Anal-
ysis and linear programming to recognize facial expressions.
The authors also conduct a study to analyze the impact of
image resolution in the accuracy result and conclude that
methods based on geometric features do not handle low
resolution images very well, while those based on appearance,
like Gabor Wavelets and LBP, are not so sensible to the image
resolution. The best result achieved in their work was an
accuracy rate of 95.1% using SVM and LBP in the Cohn-
Kanade [29] database. The testing setting used was a 10-
fold cross validation scheme. The training time and the online
recognition time was not mentioned by the authors.

An approach using Histogram of oriented Gradients (HoG)
features is presented in [32]. The authors used a set of feature
extractors like LBP, PCA and HoG with a SVM to classify
static face images as one of the six expressions. The proposed
method achieves an accuracy rate of 70% when classifying
only five expressions (anger, fear, joy, relief and sadness).
The training time and the online recognition time was not
mentioned by the authors.

Convolutional neural networks (CNN) were firstly used by
Lecun at al. [33], which was inspired by the early work of
Hubel and Wiesel [34]. One of the main advantages of CNN is
that the models’ input is a raw image rather than hand-coded
features. CNNs are able to learn the set of features that best
model the desired classification. In general, this type of hier-
archical network has alternating types of layers, convolutional
layers and sub-sampling layers. CNNs architectures vary in
how convolutional and sub-sampling layers are applied and
how the networks are trained. Convolutional layers are mainly
parametrized by the number of generated maps and the kernels



Fig. 2. Overview of the proposed facial expression recognition system. The system is divided in two main steps: training and testing. The training step
takes as input an image with a face and its eyes location. Then, a spatial normalization is carried out to align the eyes with the horizontal axis. After that,
new images are syntheticly generated with rotation angles based on a Gaussian distribution to increase the database size. Then, a cropping is done using
the inter-eyes distance to remove background information keeping only expression specific features. A downsampling procedure is carried out to get the
features in different images in the same location. Thereafter, an intensity normalization is applied to the image. The normalized images are used to train the
Convolutional Network. The output of the training step is a set of weigths that achieve the best result with the training data. The testing step use the same
methodology as the training step: spatial normalization, cropping, downsampling and intensity normalization. Its output is a single number that represents one
of the six basic expressions.

size. The kernel is shifted over the valid region of the input
image generating one map. The learning procedure of CNNs
consists of getting the best weights associated to the kernel.
The learning can use a descendant gradient method, like the
one proposed in [33]. Sub-sampling layers are used to increase
the position invariance of the kernels [35] by reducing the map
size. The new reduced map is generated considering a function
of each pixel neighborhood in the higher resolution version.
The main types of sub-sampling layers are maximum-pooling
and average pooling [35]. In the maximum-pooling, the new
map will keep only the maximum pixel value of the respective
neighborhood region, whereas in the average pooling the new
pixel value will be an average of the neighbors.

In [27], a method that uses a combination of two methods,
convolutional networks to detect faces and a rule based algo-
rithm to recognize the expression, is presented. The rule based
algorithm is proposed to enhance the subject independent
facial expression recognition. This procedure uses rules like
distance between eyes and mouth, length of horizontal line
segment in mouth and length of horizontal line segment in
eyebrows. The experiments were carried out with 10 persons
only and the authors report the results of detecting smiling
faces only (i.e. happiness), which was 97.6%. The training
time and the online recognition time was not mentioned by
the authors.

A video-based facial expression recognition system is pro-
posed in [7]. They developed a 3D-CNN having an image
sequence (from the neutral to the final expression) using 5
successive frames as 3D inputs. Therefore, the CNN input
will be H ∗W ∗5 - where H and W are the image height and
width respectively, and 5 is the number of frames. The authors
claim that the 3-D CNN method can handle some degrees

of shift and deformation invariance. With this approach they
achieved an accuracy of 95%, but the method relies on a
sequence containing the full movement from the neutral to the
expression. The experiments were carried out with 10 persons
only. The training time and the online recognition time was
not mentioned by the authors.

III. FACIAL EXPRESSION RECOGNITION SYSTEM

In this section, an efficient method that performs the three
learning stages in just one classifier (CNN) is presented. The
only additional step required is a pre-process to normalize the
images. The proposed method comprises two main phases:
training and testing. During training, the system receives a
database of grayscale image of faces with their respective
expression and eye center locations and learns a set of weights
that better separates the facial expressions for classification.
During test, the classifier receives a grayscale image of a face
along with the respective eye center locations, and outputs
the predicted expression by using the weights learned during
training.

An overview of the method is illustrated in Fig. 2. The
training and the testing have slightly different workflows. For
training, the system applies a sequence of: spatial normaliza-
tion, synthetic samples generation, image cropping, downsam-
pling and intensity normalization. For recognizing an unknown
image (i.e. testing phase), the system applies a sequence of:
spatial normalization, image cropping, downsampling and in-
tensity normalization. The only difference between the image
pre-processing steps of training and testing is the synthetic
samples generation that is used in training only. The output of
the trained CNN is a single label number that express one of
the six basic expressions.



A. Spatial Normalization
The images in the database vary in rotation, brightness and

size even for images of the same person. These variations
are not related to the face expression and can affect the
accuracy rate of the system. To address this problem, a
spatial normalization of the face region is performed to correct
possible geometric issues like rotations. Basically, a rotation is
applied to align the eyes with the horizontal axis of the image.
This rotation makes the angle formed by the line segment
going from one eye center to the other, and the horizontal
axis to be zero. Rotations in the images are not related to
the facial expression and therefore should be removed to
avoid negatively affecting the accuracy rate of the system. The
spatial normalization procedure is shown in Fig. 3.

Fig. 3. Spatial Normalization example. The non-corrected input image (left)
is rotated (right) using the line segment going from one eye center to the
other (red line) and the horizontal axis (blue line).

B. Synthetic Sample Generation
One of the main problems of CNN methods is that they usu-

ally need of a lot of data in the training phase to achieve a good
accuracy rate. To address this problem Simard et. al. in [36]
propose the generation of synthetic images (i.e. real images
with artificial rotations) to increase the database. The authors
show the benefits of applying combinations of translations,
rotations and skewing for increasing the database. Following
this idea, in this paper, we use a 2D Gaussian distribution (σ =
3◦) to introduce random noise in the locations of the center of
the eyes. Synthetic images are generated by considering the
normalized versions of noisy eyes locations. For each image,
30 synthetic images are generated.

As it can be seen in Fig. 4, a Gaussian distribution of points
are generated for both eyes. Using this distribution, the new
locations are concentrated in regions near the original points
and just few locations are far away the original points. Based
on the angle generated by pairs of synthetic points (one for
the left and one for the right), the image is rotated around
the middle point between the synthetic eye centers. Using a
Gaussian distribution with a small standard deviation (σ =
3), the majority of the synthetic samples are generated very
close to the original one resulting mostly small rotation angles.
Otherwise, it could affect the learning method and decrease the
accuracy of the CNN if too many images with high rotation
angles (e.g. 90◦, 180◦, etc) were used.

C. Image Cropping
As shown in Fig. 2, the original image has a lot of

background information that is not important to the expression

Fig. 4. Illustration of the synthetic sample generation. The Gaussian synthetic
sample generation procedure increases the database size and variation, adding
rotation noise θ in the images considering a controlled environment. The angle
of rotations are small and are generated by a pair of points coming from two
different Gaussian distributions with σ = 3◦, one for each eye. The green
crosses are the original eyes points, while the red ones are the synthetic points.

classification procedure. This information could decrease the
accuracy of the classification because the classifier has one
problem more to solve, discriminating between background
and foreground. After the cropping, all image parts that do
not have expression specific information are removed. The
cropping region also tries to remove facial parts that do not
contribute for the expression (e.g. ears, part of the forehead,
etc.). Therefore, the region of interest is defined based on
a ratio of the inter-eyes distance. Consequently, our method
is able to handle different persons and image sizes without
human intervention. To get the region shown in Fig. 5, a 4.5
multiplying factor based on the inter-eyes distance was used
in the vertical axis and a 2.4 factor was used in the horizontal
axis. These values were empirically chosen.

Fig. 5. Image cropping example. The spatial normalized input image (left)
is cropped (right) to remove all non-expression features, such as background
and hair.



D. Downsampling

The downsampling operation is performed to ensure the
same location for the face components (eyes, mouth, eyebrow,
etc) of every image. This procedure helps the CNN to learn
which regions are related to each specific expression. The
downsampling also enables the convolutions to be performed
in the GPU since most of the graphics card nowadays have
limited memory. The final image is 32x32 pixels.

E. Intensity Normalization

The image brightness and contrast can vary even in im-
ages of the same person in the same expression increasing,
therefore, the variation in the feature vector. Such variations
increase the complexity of the problem that the classifier has
to solve for each expression. In order to reduce these issues an
intensity normalization was applied. A method adapted from a
bio-inspired technique described in [37] was used. Basically,
the normalization is a two step procedure: firstly a subtractive
local contrast normalization is performed; and secondly, a
divisive local contrast normalization is applied. In the first
step, the value of every pixel is subtracted from a Gaussian-
weighted average of its neighbors. In the second step, every
pixel is divided by the standard deviation of its neighborhood.
The neighborhood for both procedures uses a kernel of 7x7
pixels (empirically chosen). An example of this procedure is
illustrated in Fig. 6.

Fig. 6. Illustration of the intensity normalization. The figure shows the image
with the original intensity (left) and its intensity normalized version (right).

Equation 1 shows how each new pixel value is calculated
in the intensity normalization procedure:

x′ =
x− µnhg x

σnhg x
(1)

where, x′ is the new pixel value, x is the original pixel value,
µnhg x is the Gaussian-weighted average of the neighbors of
x, and σnhg x is the standard deviation of the neighbors of x.

F. Convolutional Network

The architecture of our Convolutional Network is repre-
sented in the Fig. 7. The network receives as input a 32x32
grayscale image and outputs the confidence of each expression.
The class with the maximum value is used as the expression
in the image. Our CNN architecture comprises 2 convolutional
layers and 2 subsampling layers. The first layer of the CNN is
a convolution layer, that applies a convolution kernel of 7x7
and outputs an image of 28x28 pixels. This layer is followed

by a subsampling layer that uses max-pooling (with kernel
size 2x2) to reduce the image to half of its size. Subsequently,
a new convolution is applied to the feature vector and is
followed by another subsampling. The output is given to a
fully connected layer that has 256 neurons. The network has
six output nodes (one for each expression that outputs their
confidence level) that are fully connected to the previous layer.

Fig. 7. Architecture of the proposed Convolutional Neutral Network. It
comprises five layers: the first layer (convolution type) outputs 32 maps;
the second layer (subsampling type) reduces the map size by half; the third
layer (convolution type) outputs 64 maps for each input; the fourth layer
(subsampling type) reduces the map once more by half; the fifth layer (fully
connected type) and the final output with 6 nodes representing each one of
the expression are responsible for classifying the facial image.

IV. RESULTS AND DISCUSSION

The experiments were performed using the Extended Cohn-
Kanade (CK+) database [29], and using the training and
testing methodology described in [4]. Accuracy is computed
considering one classifier to classify all learned expressions.
In addition, in order to perform a fair comparison with the
method proposed in [4], accuracy is also computed considering
one binary classifier for each expression.

The implementation of the normalization steps was done
in-house using C++ and OpenCV, and we used a GPU based
CNN framework developed in C++ together with a Matlab
wrapper as classifier (developed by Demyanov et. al. [38]).
All the experiments were carried out using an Intel Core i7
3.4 GHz with a NVIDA GeForce GTX 660 CUDA Capable
that has 1.5Gb of memory in the GPU. The normalization
and classification steps took in avarage 0.11 and 0.23 second
respectively. The convolutional network parameters are pre-
sented in Table

In this Section, a study is carried out showing the impact of
every normalization step in the accuracy of the method. Firstly,
we describe the database used for the experiments. Secondly,
each experiment is presented and discussed in details. Thirdly,
a comparison with the state-of-the-art methods is presented.
Finally, the limitations are discussed.



TABLE I
CNN PARAMETERS

Parameter Value
Epochs 300
Loss Function Logistic Regression
Momentum 0.95
Learning Rate 0.05

A. Test Database

The presented system was trained and tested using the
Extended Cohn-Kanade dataset (CK+) [29]. This dataset com-
prises 100 university students with age between 18 and 30
years old. The subjects in the dataset are 65% female, 15%
are African-American and 3% are Asian or south American.
The images were captured from a camera located directly in
front of the subject. The students were instructed to perform
a series of expressions. Each sequence begins and ends with
the neutral expression. All images in the dataset are 640 by
480 pixel arrays with 8-bit precision for grayscale values.

To do a fair comparison with the state-of-the-art methods
[4], [5], in our experiments the neutral and the contempt
expression images were not used. In addition, only the last 3
frames of each expression sequence were selected to compose
the training/testing dataset. The dataset was divided in 8
groups without subject overlap between groups. This method-
ology was used in [4] to ensures that the testing groups do
not have subjects from the training group.

B. Experiments

a) No Preprocessing: This first experiment was carried
out using the original database, without any intervention or
image pre-processing. The training and the testing for this,
and all subsequent experiments, use a 8-Fold procedure. The
training was performed 8 times, each time leaving one group
out for tests. The training of the proposed CNN uses a gradient
descendant method. Gradient descendant methods rely on the
order of the given samples to search for the local minimum. To
avoid this variation, each experiment configuration is run 10
times (training and testing) with different image presentation
order. With this change, the descending gradient method can
take additional paths and increase (or decrease) the recognition
rate. We present the accuracy as an average and as the best
value for all 10 runs. Using the accuracy as an average, we
show that if even the presentation order is not the best, the
method still achieves high accuracy rates. In this experiment,
the best accuracy of all 10 runs was 61.70%, and the average
was 56.93%. The average accuracy per expression is shown in
Table II. This average is calculated using the amount of hits
in all runs divided by the amount of all images in all runs.

As it can be seen in Table II, using only the CNN without
any image pre-processing, the recognition rate is very low
compared to the state-of-the-art methods.

b) Spatial Normalization: As explained in Section III, a
spatial normalization is applied to get the features in the same
pixel space, in both training and testing steps. This normaliza-
tion took only 0.09 seconds to be applied to an image. This

experiment is done using the same methodology described
before. The best accuracy of all 10 runs was 90.00%, and
the average was 86.44%. The average accuracy per expression
is shown in Table II. Compared with the result shown before,
we can note a significantly increase of the recognition rate by
adding the spatial normalization and cropping processes.

c) Intensity Normalization: The intensity normalization
is used to remove brightness variation in the images in both
steps, training and testing. This experiment was performed
using just the intensity normalization and cropping. It uses the
same methodology described before. This normalization took
only 0.02 second to be applied to an image. The best accuracy
of all 10 runs was 86.10%, and the average was 82.39%. The
average accuracy per expression is shown in Table II.

d) Spatial Normalization and Intensity Normalization:
Putting both normalization steps together, spatial and intensity,
we remove a big part of the variations unrelated to the facial
expression leaving just the expression specific variation that
is not related to the person. This experiment is done using
the same methodology described before. The normalizations
together take 0.11 seconds to be performed. The best accuracy
of all 10 runs was 87.81%, and the average was 84.68%. The
average accuracy per expression is shown in Table II.

As it can be seen, the accuracy of applying both normal-
ization procedures is lower than the one that uses only the
spatial normalization. The result of the disgust and happy
expressions have a very low accuracy, which reduces the
overall recognition average. To verify the need for the inten-
sity normalization, a new experiment using only the spatial
normalization procedure and the synthetic sample generation
was performed and is presented below.

e) Spatial Normalization and Synthetic Samples: The
result of the spatial and intensity normalization and only the
spatial normalization gives a false impression that the intensity
normalization might decrease the accuracy of the method -
since the result of applying only the spatial normalization
is better than the result with both normalizations. To verify
this suspicion, a new experiment was conducted, using only
the spatial normalization procedure and the synthetic sam-
ples. This experiment is done using the same methodology
described before. The best accuracy of all 10 runs was
90.83%, and the average was 87.54%. The average accuracy
per expression is shown in Table II.

f) Spatial Normalization, Intensity Normalization and
Synthetic Samples: The best result achieved in our method
applies the three image pre-pocessing steps: spatial normaliza-
tion, intensity normalization and synthetic samples generation.
For the synthetic sample generation, thirty more samples were
generated for each image. This experiment is done using the
same methodology described before. The total training time for
this experiment was four and a half days. The best accuracy
of all 10 runs was 93.74%, and the average was 91.46%.
The average accuracy per expression is shown in Table II.
The accuracy of this experiment shows that joining the three
techniques (spatial normalization, intensity normalization and
synthetic samples) is better than using only the spatial nor-



malization and the synthetic samples presented previously.
Table II shows the mean accuracy for each expression

using all the preprocessing steps already discussed. In a) no
preprocessing is used, in b) just the spatial normalization is
employeed, in c) just the intensity normalization is used, in d)
both normalizations (spatial and intensity) are used, in e) the
spatial normalization using the synthetic samples are used and
in f ) both normalizations and the synthetic samples are used.

TABLE II
PREPROCESSING STEPS ACCURACY DETAILS

Angry Disgust Fear Happy Sad Surprise
a) 31.40% 63.67% 11.60% 68.30% 24.64% 81.08%
b) 79.70% 87.40% 68.00% 94.00% 64.52% 96.06%
c) 70.14% 90.50% 43.00% 94.78% 53.21% 94.65%
d) 90.96% 44.40% 95.16% 57.38% 94.73% 84.18%
e) 80.22% 88.98% 71.86% 95.74% 69.04% 94.61%
f ) 82.22% 96.55% 74.93% 98.06% 76.57% 97.38%

C. Comparisions

Table III summarizes all results presented in this section,
showing the evolution of the proposed method by changing
the image pre-processing steps.

TABLE III
PREPROCESSING COMPARISION

Preprocessing Average Best
None 56.93±5% 61.70%
Spatial Normalization 86.44±3% 90.00%
Intensity Normalization 82.39±1% 86.10%
Both Normalizations 84.68±2% 87.81%
Spatial Normalization and Synthetic Samples 87.54±1% 90.83%
Both Normalizations and Synthetic Samples 91.46±1% 93.74%

As it can be seen in Table III, the best performance
was achieved using both, normalization procedures and the
synthetic samples. Using the training weights obtained with
the best accuracy, the confusion matrix shown in Table IV
was built. The recognition of the disgust, happy and surprise
expressions achieves an accuracy rate higher than 97%. While
the angry and fear expression was about 85%. The sad
expression achieves the smallest recognition rate, with only
79.76%. The fear expression was confused in the majority of
the time with the sad expression. This shows that the features
of these two expression are not well separated in the pixel
space, i.e. they are very similar to each other in some cases.

TABLE IV
CONFUSION MATRIX USING BOTH NORMALIZATIONS AND SYNTETIC

SAMPLES

Angry Disgust Fear Happy Sad Surprise
Angry 85.19% 0.56% 0% 0.48% 3.57% 0%
Disgust 3.70% 97.74% 0% 0% 0% 0%
Fear 5.19% 0% 85.33% 0% 9.25% 0%
Happy 0% 0% 5.33% 98.55% 0% 1.20%
Sad 3.70% 0% 4.00% 0.97% 79.76% 0%
Surprise 2.22% 1.69% 5.33% 0% 7.14% 98.80%

As discussed before, we adapted our method to perform
binary classifications for each expression, i.e. do a one-versus-
all classification as in [4]. In this method, all images are

presented to six binary classifiers, each one responsible to
recognize the presence, or not, of one specific expression. For
example, if we present an image of a subject smiling, just the
classifier of the happy expression should answers ”yes”, and all
other classifiers should answer ”no”. Using this methodology,
our accuracy was 97.81%. The comparison of this accuracy
with other methods is shown in Table V.

TABLE V
PERFORMANCE COMPARISON

Method Performance
CSPL [12] 89.90%
AdaGabor [39] 93.30%
3D-CNN [7] 95.00%
LBPSVM [5] 95.10%
BDBN [4] 96.70%
Our Method 97.81%

D. Limitations

As discussed before, the presented method needs the lo-
cations of each eye for the image pre-processing steps. The
eye detection can be easily included to the system adopting
the method shown in [40]. In addition, as shown in Table
II, the accuracy of some expressions, like fear and sad, was
less than 80%, while the accuracy of the whole method was
about 93%. This suggests that the variation between these
classes are not enough to separate them. One approach to
address this problem is to create a specialized classifier for
those expressions, to be used as a second classifier.

V. CONCLUSION

In this paper, we propose a facial expression recognition
system that uses a combination of standard method, like Con-
volutional Network and specific image pre-processing steps.
Experiments showed that the combination of the normalization
procedures improves significantly the method’s accuracy. As
shown in the results, in comparison with the state-of-the art
methods that use the same facial expression database, our
method achieves a better accuracy, and presents a simpler
solution. In addition, it takes less time to train. As future work,
we want to test this approach in others databases, and perform
a cross database validation.
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