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Abstract. A process to obtain the directional component of the main light source illuminating a human
face in an image is described. In the first step of this process, two measures using low resolution data
are obtained from the image. The value of these measures is then compared with those obtained from a
synthetic model illuminated from different directions. This process, however, is not sufficient to indicate a
single direction as is proved using a simplified model for face parts. An additional step is required to break
the tie by using high frequency data. Once the light direction is determined, correction values are added
to the image pixels to obtain an approximation of the face imaged under standard illumination conditions
thereby making recognition much easier.
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1 Introduction bangs do not invade the forehead regions where measures

Automated Face Recognition is a topic of increasing in2'® made. . .
The measures obtained from the image are com-

terest in Computer Vision. The context of its application d with i ken f frontal i
ranges from identifying criminals — filmed during a rob-Pared with corresponding ones taken from frontal im-

bery, for instance — to recognizing authorized person<‘;i'1ges_Of a synthetic face model illuminated f_rom differ-
before granting access to restricted areas. ent directions. One must observe that according to [BRU

However, the comparison of a face image with thosg7] the face model does not need to be a very detailed

of stored in a database can be considerably more di gle. Thke_set of d|[t‘ac'c.|c>_r15 conS|dereId,:d id’“j = q
cult if conditions like ambient and directional illumina- %%+ #3): & = 1,..., I3 j = 1,...,J}, was determinec
tion and the pose of the face vary too méchio reduce so that the area of the spherical quadrilateral defined

this problem, in a pre-processing phase one may try fy (0 %7')’ (01 pj41), (g1, 05) aNd (Oig1, pj41) i
transform the original image of a face into another de€aual tom 0/ 648 what in average corresponds to an in-
picting that same face imaged under normalized condj€"va! of 5° both in¢ Oand ne. The range ofp; can
tions. Obtaining such a corrected version requires thg€ constrained t-60°, 60°) andd; must also have an
the conditions under which the original image was takel{PPEr ound< 90°, as explained below. Leiy; be

are detected. This work addresses specially the detecti vector yvhos_e co.ord!nates are the measures obtained
when the light illuminating the synthetic model comes

of the directional light source illuminating the face when A ,
Iam the directiondy;. The pairs(dy;, ;) can be used

the image was taken. That source is assumed to be uni rai | not for the task of tructing th
and once its direction is estimated both the ambient ligh}f !N @ neural net for the 1ask of reconstructing the
. f, which can be assumed to have

and correction values for each pixel intensity can also peinction “M: f(d)
calculated. the form Y ¢p,.e~(IW (= t)II") | The purpose of the
The image information collected is constrainedto . .=  m=1 )

the regions of the forehead and the cheeks. Those regidf@NiNg phase is to obtain parameteys and?,,, m =
admit reasonable planar approximations and the textute: - -» M @nd a correlation matrixy” which minimizes
determined by men beard is mostly avoided. Bangs cah'/eighted sum of the quadratic errgles,; — f(ux;)||°.

be a real problem but, if the hair hanging over the forgln @ more classical approach, aff B o.rder Voronoi (,j"
head does not occlude a considerable part of it, one cA9ram of the sef ;. k =1,..., K5 j=1,....J}is

try to exclude the pixels imaging both the bang and thtéonstructed. The direction illuminating an image is cho-

shadow determined by it on the forehead. However, foie" @mong thé; corresponding to the xy; closest to
{he image measures vector in a second phase thorough

the sake of simplicity, in this text, one will assume tha - : : , ’
a selection process like that described in secfiohe
! Notice that this problem is similar, but not identical, to the problenreason for considering more than one solution is the pos-

of tracking under changinjumination conditions (see, for instance, sibility of different directions generating the same values
[hag 96]).
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for all measures used. In this case, given a vector of mesidering only the total amount of ligheceived by that
suresu, although one might have a perfect reconstructioregion, as is done here.
of the functionf, it is impossible to decide among the it) There are no obstacles between that source and
directions inf~1(u). Nevertheless, if the cardinality] the face being imaged.
of that set is approximately known and if one has an esti-  i:¢) The interocular axis is horizontal or equivalently
mate about how the directions jiT!(y) are distributed there is no asymmetry between the parts of the face on the
on the unit sphere, then it is possible to choose up two sides of the nose line. Thisis necessary since no pose
n candidates sufficiently separated from each other arastimation will be performed.
subject them to another contest in which different criteria  iv) The angle between the light direction and the z-
are employed. This is the approach used in this work. Wexis has an upper boudd= =/2 — ¢. ¢ must be at least,
prefer this approach rather than increasing the set of mesufficiently large to preclude the shadow of the chin from
sures, mainly because we have raurid other measures reaching the cheeks.
as robust as the two already used. The two measuresi{; and M) are obtained in the

In the first phase of the process described here, twollowing way. The forehead is divided into three parts:
measures obtained from the image of the cheeks and tledt(F;), central¢,) and right ). The range of the cen-
forehead are used to reduce the number of possible alténal part is from the middle of an eyebrow to the middle of
natives for the light direction to at most three. To decid¢he other. Letr;, 7. andr,. be the average pixel intensity
among these directions the border of the shadow detén each one of these parts, considering the original image
mined by each one of them on the model is examinear a filtered version of it. The first measur®/{) is given
In the first step, low resolution information is processed, (n—1)
while the second step treats high frequency information” (r; + 7. — 2.7.)
in a much more constrained context. The measures usat also considered. Léj and¢, be the average inten-
in the first step must be independent of the ambient lighsity of the pixels on those regions. The second measure (
the directional light intensity and the skin albedo since al}w2 ) is obtained by DL —Te )
these factors were kept equal to constant standard values ) ) r—Te ) .
when the model images were taken. The limit of three 10 identify the cheeks and forehead regions in the
solutions used in the first part is justified in sectibns- IMage of a face in a first step, eyes, eyebrows, nose and
ing a reasonable approximation of the face geometry. APS are identified by a process using Yow and Cippola's
possible implementation of the second phase is to pla@@Proach [YOW 97]. Cheeks are then determined from
a snake [COH 91] along the border of the shadow dé_he position of the_e;_/es, nose and the extremities of the
termined on a cheek by any of the directions output bgpg. Theforehgaq is identified from the eyebrows and the
phase 1 and evaluating the energy spent until it convergh@its of the hair line. _
to an contour in the original image. The lowest energy ~ Under the assumptiorisiv given above, the shadow
solution is, finally, the one indicated. Some difficulties 0N @ cheeky is determined only by the nose and the fore-
implementing that process are overviewed in [COH glljmead. The shadow of the nose is limited by a line which
and will not be discussed here. can be reasonably approximated by two linear segments

Once the light direction is determined, a compensd2n the central-z plane. In the simplified modglS M)
tion value is calculated for each pixel on the face imagé!Sed below, however, these two segments are replaced by
These compensation values are added to the pixel inten&iSiNgle one (see Figure 1). .
ties in order to obtain an image of the face under standard 1 h€ border of the forehead shadow is that of the eye-
illumination conditions. That correction makes it muchProw arch which starts ata junction with the nose line and
easier to compare a face image with those of stored 2" be considered to be p.art of an ellipsis parallel tq the
a database. Those compensation values are first caldg? Plane. That border will be approximated by a line
lated for the synthetic model and then transferred to tie9ment ins' M.

face image pixels by means of the warping process as de- A Very simple illumination model will also be as-
scribed in section. sumed. By this model the intensity of a pixeis propor-

tional to the following expression:

. RegionsC; andC,. on each cheek

2 The Approach Used in the First Phase

The four conditions below will be assumed henceforth:
i) Besides the ambient light, there is a single source o (p) is the albedo of the area patch imageg,n
of directional light. When there are more than one of
these sources, it may not be possible to determine theire 71, is the intensity of ambient light,
directions completely, even analyzing the shadow border
on a region(a cheek, half the forehead) rather than con-e F is the intensity of the directional light source,

p(p).(a + E. Ap,d). < n(p), d >) where:

Anais do XI SIBGRAPI, outubro d98



A TECHNIQUE FORCOMPENSATING LIGHT SOURCEDIRECTION IN FACE RECOGNITION APPLICATIONS 3

y — z, 7, can be expressed by a similar equation ob-
tained replacing\, by —A; in equation(1). Thus,n—
7 = 2.p.E.\;.d; and, since there are no shadows on
F., thenr, = p.(E.d, + A). Hence,n+ 7. — 2.7, =

2.p.E.(A;—1).d, and thereforejﬁ can be obtained from
(m—m1)

M=
! (m+ 7 —2.7)
the model are known.

Basically, M, is employed to determingg. Let us

if the parameters,, and ), of

analyze the case whetlg < 0. The analysis of the other
case is similar. I, < 0, considering all simplifications
made above, then the part@f in the shade is the union

of two quadrilaterals, one in the shadow of the nose and
the other in the shadow of the forehead. Summing the
area of those quadrilaterals we have an expression with
the following form:

Figure 1: Simplified 3D model of a human
face.

e A(p,d)is 1 if the face patch imaged ipis in the
shade when the illuminant direction ds [y + 1o

&
<

)2

Otherwise its value i8. 5, = Cilz Frs(2) 4o
-y z
. n(p; is the normal to the surface patch represented ra+ r‘*(dz)
in p,
where ther;,: = 1,...,6 are expressions involving pa-

e d= (dz,dy, d-) is the light source direction. rameters of the model anilf which has already been de-

In the modelS M, the central part of the forehead(termi”ed fromd. The non-linear term is a simple con-
F. ) is assumed to be a rectangle on the frontal plane. L&gdquence of the fact that the nose line is not in general
[—a, a] x [b, b+w] x {0} be such a rectangle. The lateralParallél to the "plane of the cheek”. .
parts of the foreheadk, and F;) are regions, symmetri- The shade on the left cheek is determined only by
cal in relation to the plang — = consisting of bounded the forehead and covers an asga- ql(;l_y) + g2, Where

cylindrical hulls parallel te,. F. = {(=,y,2) | (=,y) € ;i = 1,2 are also functions of the model parameters

p-x* : dy
[a,a—l—l] X [b,b+ w] a.ndZ = m} To Obta|n anda.
F,, simply replacéa, a + 1] by [—a, —a — []. A vector normal to plané€’, is parallel to(«, 0, —1)
The cheek region§’. andC; are considered to be @nd., by symmetry, also normal to pla_ﬂ“g ?s parall_el to
planar in this model so as to simplify the estimation of —< 0, —1). In view of that and considering the illumi-

the area of their parts which are in the shadgis given nation model given above, we may infer that
by {(z,y,2) | (x,y) € [e;e+w]x [bb+l]andz = awt ¢ = p[4 4+ E/\/(1 + a?)(a.ds— d.)(1 — 5,)] and

By +7}, @, 8,7 € R. As mentioned above, forthesake , _ r4 . g/ /T X o) (—a.d.— d. (1 —

of simplicity we replace the elliptical arch delimiting the(bl pA+E/V(1+ o) (ads— d:)(1 = )]

shadow ofF; onCy, s = I, r; by a straight line segment. . _

The line delimiting the nose shadow on a cheek will be  In the above equations we consider that the values

also supposed to be a linear segment. of s, ands. have already been normalized in relation to
Letd = (d,,dy, d.) be the illuminant direction be- the total area of each cheek.
ing searched. The role dff; and M, in the determina- Sincer. = p.(E.d, + A), then
tion of d can now be explained using the simplified model b — 7o
SM' M2 - ¢7‘ - Tc
The value ofr,. can be written as follows: dy
(@ -D(1=s)+/1+a%  (2)
7 = pE.(Apudy + s.ds)+ A (1) = 4
(—ad— — 11 =s)++/(14+a?)

where )\, and )\, are parameters of the model. Due to
the symmetry betweeh, and F; in relation to the plane Replacings, ands; by its expressions given above,
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. . . .d i
one can transform into a cubic equation in’. Ana- 4 Conclusion

lyzing the expression of the roots of that equation givet! this article, two measures are used to estimate the di-
by the Cardan’s formula, one concludes that it can hav&ctional light component illuminating the image of a
more than one real solution even for not so extravagaffice: Those measures, fugh reasonably robust, are
values of the model parameters. For that reason haV"?i?:t sufficient to indicate a single solution in all cases.
obtained a directionD = (D,., D,, D.)) through for in- is determines the execution of a second phase where
stance, a trained neural net whose inputds and M,, & different criterion is applied. In that phase, high fre-

we still search for other( two) good solutions reasonablgfjer?cy information is used, but that is not mandatory.
) x D, inding other measures which together with and M
distant fromD around the plane—y( D, )- can point out only one solution is also a possible alterna-

tive for perfecting the process.

3 Correcting the Image. 5 Bibliography
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Figure 2: Example of a 2D triangulation
of a face model
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