Segmentation of brain structures by watershed transform on tensorial morphological gradient of diffusion tensor imaging
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Abstract—Watershed transform on tensorial morphological gradient (TMG) is a new approach to segment diffusion tensor images (DTI). Since the TMG is able to express the tensorial dissimilarities in a single scalar image, the segmentation problem of DTI is then reduced to a scalar image segmentation problem. Therefore, it can be addressed by well-known segmentation techniques, such as the watershed transform. In other words, by computing the TMG of a DTI and then using the hierarchical watershed transform, it is possible to segment brain structures, such as the corpus callosum, the ventricles and the cortico-spinal tracts, and use the results for subsequent quantitative analysis of DTI parameters. Experiments showed that segmentations obtained with the proposed approach are similar to the ones obtained by other segmentation techniques based on DTI and also segmentation methods based on other Magnetic Resonance Imaging (MRI) modalities. Since the proposed method, as opposed to the majority of the DTI based segmentation methods, does not require manual seed and/or surface placement, its results are highly repeatable. And unlike other methods that have sometimes four parameters to be adjusted, the only adjustable parameter is the number of regions in which the image should be segmented, making it simple and robust.
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I. INTRODUCTION

Diffusion tensor imaging (DTI) is a relatively new Magnetic Resonance Imaging (MRI) modality of able to quantify the anisotropic diffusion of water molecules in highly structured biological tissues. It is unique in its non-invasive ability to quantify changes in neural tissue microstructure within the human brain.

Delineation of a region of interest (ROI) is usually necessary for performing subsequent quantitative analysis of DTI. However methods for delineate the ROI are normally manual and subjective, very time consuming and requiring considerable expertise.

Usually, when acquiring DT-MRI of a subject, other MR images are also acquired, such as T1-weighted and T2-weighted MRI. Therefore, one option to delineate a region of interest in DT images, is to perform the segmentation of structural images, such as T1-weighted or T2-weighted segmentation, for which several algorithms are available [1], [2], [3], [4], [5], [6], [7]. Then, by registering the DT image to the T1 or T2 image, is possible to use the result of the segmentation made on T1 or T2 to segment the DT image.

Without a doubt, it would be desirable to have a method that segment directly the DTI, instead of segmenting it indirectly, based on T1 or T2 weighted images. First of all, because it would not be necessary to acquire T1 or T2 weighted images. Second, because segmentation methods based on T1 or T2 are not trivial and are usually time consuming. In addition, registration of segmentation result to DT images introduces errors.

Initially several DTI segmentation methods were proposed to address the problem of finding individual fiber paths. Only in the last decade recent papers have addressed the problem of region based segmentation of DT-MRI.

Zhukov et al. in [8] applied a level-set modeling and segmentation techniques to the derived scalar volumes to create geometric models of specific brain structures. The geometric models were then used for quantitative analysis, including volume and surface area calculations. Their level set segmentation approach consisted of defining a set of suitable preprocessing techniques for initialization and selecting/tuning different feature-extracting terms in the level set equation to produce a surface deformation. Because level set models move using gradient descent, they seek local solutions, and therefore the results are strongly dependent on the initialization, i.e., the starting position of the surface. Additionally this method fails to distinguish between regions with same diffusion anisotropy magnitude but oriented in different directions.

Zhizhou and Vemuri in [9] proposed also a DTI segmentation based on a level-set curve evolution technique, that operates on the diffusion tensor fields. However, these variational formulations with iterative gradient descent based solutions are sensitive to parameter settings and initialization, and hence may get stuck at suboptimal local minima of the energy functional.
Another level-set based front-propagation scheme was presented by Jonasson et al. [10], in which the front propagates to a new voxel based on the similarity between the tensor at that voxel and a few tensors inside the current segment lying along the surface normal. Such an approach might encounter problems at sharp bends in thin tracts like, for example, the cingulum.

In [11], Weldeselassie and Hamarneh extended the graph cuts scalar field segmentation technique proposed by Boykov and Jolly [12] to DTI. In their extension, the graph vertices correspond to the tensor voxels in the DT-MR image and the graph connectivity edge weights are computed using tensor dissimilarity metrics. Seed points provided by the user give clues about the location of the object of interest and the background and often, the user needs to interactively modify the seed points in order to improve the segmentation results.

Lenglet et al. [13] presented a statistical surface evolution framework for the segmentation of diffusion tensor images and introduced a Riemannian distance measure between tensors, modeling each class by a single Gaussian in the Riemannian space. The proposed method extends their modeling approach by incorporating a generic nonparametric model for each class that is able to accurately model tensor statistics in fiber bundles.

Recently, Niogi et al. [14] proposed a semiautomated region-growing and chain-linking to produce 3D regions of interest of white matter tracts without explicitly performing fiber tracking. It fails to segment a structure that contains a lesion, since it will not select cerebrospinal fluid or gray matter as boundary pixels. And because it was designed to terminate segmentation when the principal direction of diffusion changes to an orthogonal direction, in structures with high curvature areas, its segmentation will terminate prematurely.

All cited algorithms require previous knowledge of the structure to be segmented and depend on seed placement, initial surface delineation and/or parameter adjustments, making the segmentation process very susceptible to initialization.

In order to reduce the influence of user choices, what this work proposes is a segmentation algorithm based on the watershed transform and the tensorial morphological gradient (TMG) of a diffusion tensor image (DTI). The tensorial morphological gradient was first applied to segment synthetic diffusion tensor images. In [16], the concept was expanded, applying it to segment synthetic diffusion tensor images.

The present work proposes the computation of the tensorial morphological gradient (TMG) of a diffusion tensor image (DTI) as the initial step to segment it. Inspired on the morphological gradient, a tensorial morphological gradient (TMG) was defined and first described in [15]. It was used at that time, together with a tensorial representation of colors, to segment color images. In [16], the concept was expanded, applying it to segment synthetic diffusion tensor images.

The morphological gradient is one of the several existing gradients used in image processing to detect edges and depends on the size and shape of the chosen structuring element. Using a flat structuring element at each point, the morphological gradient yields the difference between the maximum and the minimum values over the neighborhood at the point determined by the flat structuring element [17]. The use of a three-dimensional structuring element leads to a morphological gradient that takes into account the neighborhood in all directions, and not only in a specific plane.

Let $E = \mathbb{Z} \times \mathbb{Z}$ be the set of all points in the tensorial image $f$. The tensorial morphological gradient (TMG) is defined by

$$\nabla^T_B(f)(x) = \bigvee_{y,z \in B_x} d_n(T_y, T_z)$$

\hspace*{1cm} $\forall x \in E$, where $\bigvee$ is the supremum of a subset, $B \subset E$ is a structured element centered at the origin of $E$, $d_n$ represents any of the similarity measures presented in DTI literature [18], [19], [20], [21], [9], [22], $T_y$ is the tensor that represents the diffusion in $y$, and $T_z$ is the tensor that represents the diffusion in $z$ (and $y$ and $z$ are in the neighborhood of $x$, defined by $E$). $\nabla^T_B$ is the proposed TMG.
Once the tensorial information is translated into a scalar image, namely the TMG, the next step is to segment it using the watershed transform from markers [23], [24].

The critical part in the watershed segmentation is the proper choice of markers. The classical watershed places the markers automatically in each regional minima of the image. This usually leads to a over-segmentation and is not adequate for medical imaging applications. To solve the over-segmentation problem, hierarchical approaches are considered in order to retain the most significant regions of the image at different scales [25].

The dynamics of the regional minima have been used to build the hierarchy. Essentially, this hierarchy can be interpreted as a set of region adjacencies, wherein an ordering is determined by a valuation, which can be controlled by the relative altitudes of the regional minima. The contrast dynamics of a regional minimum is defined as the minimal climb required for a path starting from a regional minimum to reach another one with strictly lower altitude, the climb being the difference in altitude between the highest point of the path and the regional minimum under study. Regional minima with highest dynamics will be used as markers for watershed segmentation.

In this work, after calculating the TMG of the original image, the $n$ structures in the image which has the greatest volume extinction values are automatically selected. The $n$ markers assigned to these regions are then used in the watershed transform, which segmented the TMG in $n$ regions.

B. Comparison to other DTI segmentation methods

As described in Section I, a few region based segmentation of DT-MRI have been proposed in the last decade, most of them based on level-set, statistical surface evolution and region growing techniques. Some of them were designed to segment only fiber bundles, while others focused on segmenting white matter structures, such as the corpus callosum and the cortico-spinal tract.

Considering some of the most recent techniques that were proposed in the literature to segment the corpus callosum, an analysis of the requirements of each algorithm was done and summarized below, in an effort to demonstrate the strength of the proposed methodology regarding initialization and parameters dependency.

Jonasson et al. [10] proposed a front propagation algorithm to segment white matter fiber tract based on DTI. To perform the segmentation a initial surface has to be placed inside the tract to be segmented. The surface is then propagated using a chosen similarity measure. A curvature dependent speed is added to regularize the flow and its weighting parameter have to be assigned. Also, a threshold value for the speed is necessary, to prevent unwanted propagation.

In [13], Lenglet et al. proposed a surface evolution algorithm for DTI segmentation that also requires a initialization of the surface evolution. It addresses the segmentation problem as the maximization of a posteriori segmentation probability. There are two parameters that have to be chosen: the first one is the value of $\nu$ in the term that expresses the probability of the interface to represent the structure of interest. It constrains the smoothness of the surface and is usually set in the range 1 to 10. The second parameter is a threshold for the variance which, whenever reached, induces the end of the update for the statistical parameters.

To segment a white matter structure by the semi-automated segmentation method proposed in [14], first one has to select a pixel within the structure to be segmented, that will be used as a sample of the structure. Second, the computation of a magnification array requires values selection for the three constants $\alpha$, $\beta$ and $\gamma$. Then, pixels are labeled, after being transformed by this magnification matrix and according to a threshold value, that also has to be chosen.

Table I summarizes the requirements and limitations of each segmentation method. While all the other DTI segmentation methods cited here require seed placement or initial surface delineation, there is no initialization needed in the proposed method. Moreover, the segmentation technique based on the TMG has as only input parameter the number of regions to segment, in opposition to 2 required parameters in [10] and [13], and 4 parameters in [14].

It is important to point out that the choice of a different number of regions $n$ does not mandatorily deteriorate the segmentation result. At best, the segmentation of the desired structure could be not affected at all. Otherwise, a lower number of regions would make the desired structure to be merged with an adjacent structure. In that case, the user would have to run the watershed again, increasing the number of regions. In the other hand, a higher number of regions would only cause the desired structure to receive two or more distinct labels instead of only one. In this case, the user would only have to group the respective labels in order to obtain the whole structure.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial surface</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Seed pixel</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Number of parameters</td>
<td>$2^a$</td>
<td>$2^b$</td>
<td>$4^c$</td>
<td>$1^d$</td>
</tr>
<tr>
<td>Postprocessing</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Designed for</td>
<td>WM</td>
<td>WM</td>
<td>WM</td>
<td>all</td>
</tr>
</tbody>
</table>

*a* regularization weighting parameter and threshold for the speed  
*b* smoothness of the surface and threshold for the variance  
*c* constants of magnification array and threshold for diffusion components  
*d* number of regions
### III. Results

#### A. MRI data acquisition and preprocessing

The data used in our experiments were acquired on a Siemens 3T Trio MR scanner (Siemens Medical Systems, Erlangen, Germany) using an 8-channel phased array head coil. Diffusion encoding was achieved using a single-shot spin-echo echo planar sequence with twice-refocused balanced diffusion encoding gradients. The datasets acquired contained: a T1 weighted image, 176 slices, 1mm isotropic voxel size, $TE = 2.98\text{ms}$, $TR = 2.3\text{s}$; a T2 weighted image, 77 slices, 1.0mm $\times$ 1.0mm $\times$ 2.0mm, $TE = 84\text{ms}$, $TR = 14.6\text{s}$ and a PD image $^{1}$, 77 slices, 1.0mm $\times$ 1.0mm $\times$ 2.0mm, $TE = 19\text{ms}$, $TR = 3.2\text{s}$; diffusion images with $N = 30$ diffusion encoding directions with 63 slices, 2.0mm $\times$ 2.0mm $\times$ 2.0mm, $TE = 95\text{ms}$, $TR = 8.7\text{s}$ and $b = 1000\text{s/mm}^2$ (the b value describes the degree of diffusion weighting, determined by the duration and strength of the sensitizing pulsed gradients in the MR experiment).

The diffusion data was first linearly interpolated before tensor estimation. The MINC tools from the Montreal Neurological Institute, McGill University, were used for all diffusion image preprocessing.

#### B. TMG computation and segmentation results

In our segmentation experiments the TMG of the DTI was computed using the Frobenius Norm as the similarity measure and the hierarchical watershed was then used to segment desired structures of the brain. The watershed transform, the extinction functions and other morphological functions used can be found in the "SDC Morphology Toolbox for MATLAB" $^{26}$. The TMG computation and the segmentation algorithm was implemented in MATLAB 7.0.

Fig. 1 shows one slice of the tensorial information, already cropped around the desired structure (corpus callosum) and overlaid on a T1 weighted image. The information contained in each pixel in the front image is the ellipsoid representing each diffusion tensor, colored according to the orientation of the principal eigenvectors. Although it is possible to distinguish the corpus callosum by observing the ellipsoids in Fig. 1, it is not obvious to automatically segment it without giving any prior information, specially because one have to deal with a tensorial information, containing both magnitude and direction of the diffusion.

To automatically segment the corpus callosum shown in Fig. 1, first the tensorial morphological gradient (TMG) was computed using the Frobenius Norm as the tensorial similarity measure. The structuring element chosen to define the neighborhood to be considered in the TMG computation was a 6-connected structuring element (3D). Once computed, the TMG was then used by the watershed transform to segment the corpus callosum. The used criteria to chose the watershed markers was to fix the number of regions, in which the image should be segmented. In this specific case, markers were imposed to the basins with the 60 greatest volume extinction values, i.e., the watershed operator segmented the TMG of the DTI in the 60 most significant regions.

Fig. 2 presents three steps of the segmentation process: Fig. 2(a) shows one slice of the computed TMG, Fig. 2(b) contains the same slice labeled according to the watershed result and Fig. 2(b) depicts finally the 3D segmentation result. As can be seen in Fig. 2(a) the TMG was able to detect the borders of the corpus callosum, and the dark area inside it shows that the diffusion tensors inside this structure are very homogenous, leading to a very low gradient. Fig. 2(b) shows the labels assigned to one slice by the watershed transform, where each color represents one label. The watershed transform was able to assign one single label to the corpus callosum, in this case, the dark red area in the upper part of the image.

It is important to notice that, although Fig. 2(a) and Fig. 2(b) depicts only one slice of the TMG and of the watershed result, the TMG and the watershed transform were computed taking into account the three-dimensional information. This is guaranteed by the choice of the structuring element (in this case, a 6-connected structuring element). For another specific application or structure, a bi-dimensional structuring element could be more adequate. This could be easily chosen by the user without any modification of the algorithm. Finally, Fig. 2(c) shows the whole segmented volume (3D result), from which is possible to conclude that the hierarchical watershed successfully segmented the corpus callosum.

To confirm our segmentation result, we segmented the corpus callosum of the same subject using the ANIMAL+INSECT $^{7}$, an algorithm for improved automatic segmentation of gross anatomical structures of the human brain. It merges the output of a tissue classification process (INSECT) with gross anatomical region masks, automatically defined by non-linear registration of a given data

---

$^{1}$An MR image dependent primarily on the density of protons in the imaging volume. Proton density contrast is a quantitative summary of the number of protons per unit tissue.

---

Figure 1. Ellipsoids representing the diffusion tensors in the region containing the corpus callosum
set with a probabilistic anatomical atlas (ANIMAL). The ANIMAL (Automated Non-Linear Registration Package for Stereotaxic Transformation of MRI data) is a completely automatic method, based on multi-scale, three dimensional (3D) cross-correlation, to non-linearly register two MRI volumes together [6]. Instead of using diffusion images to perform the segmentation, it combines information from $T1$, $T2$ and $PD$ images to accomplish the task.

In Fig. 3 results from the TMG segmentation and from the ANIMAL+INSECT segmentation are presented. Segmentation results are similar, although the first was based on the diffusion data Fig. 3(a) and the second on the $T1$, $T2$ and $PD$ images Fig. 3(b). By plotting both segmentation results in the same figure (Fig. 3(c)) it is possible to confirm their consistency. It is important to point out that the segmentation result of the ANIMAL+INSECT method is not the ground truth, and it was used only for comparison purposes.

Fig. 4 depicts what happens when the user chooses a higher number of regions ($n = 100$). Even though the corpus callosum was segmented in three distinct regions, it is still possible to distinguish it as one structure by selecting all three regions and throwing away the rest.

The same experiment was repeated with different subjects to segment the corpus callosum. In all cases, the corpus callosum was successfully segmented from DTI and the results were comparable to the results of ANIMAL+INSECT algorithm. Similar experiments were also conducted in order to segment distinct brain structures.

Fig. 5 shows the 3D segmentation result of the ventricles. Again, the TMG was computed using the Frobenius Norm as the similarity metric and a 6-connected structuring element. By choosing the same number of regions ($n = 60$) used for the corpus callosum, the proposed algorithm was able to segment the left and right ventricles. Although segmenting the ventricles could be eventually accomplished by a threshold applied in a fractional anisotropy (FA) map, their separation in right and left ventricles would not be straightforward.

Fig. 6 presents the result for the cortico-spinal tract segmentation. It was done by TMG computation using the Frobenius Norm and new markers were placed in the 120 most significant regions of the image. Again, hierarchical watershed transform was used to perform segmentation and the obtained result is as expected.

Because there is no gold standard available for comparison, a quantitative assessment is difficult. All segmentation results were visually compared with neuroanatomical atlas, results from the ANIMAL+INSECT algorithm and results from papers cited in Subsection II-B. From this comparison it is possible to confirm that the proposed algorithm succeeds in segmenting the above mentioned structures.

IV. CONCLUSIONS

This paper proposes the segmentation of brain structures by running the watershed transform over the tensorial morphological gradient (TMG) computed from diffusion tensor images. The TMG processes the tensorial information and transforms it into an scalar image, making possible the use of the hierarchical watershed to segment it. As opposed to other DTI based segmentation algorithms, the proposed method requires no manual seed placement and/or initial surface delineation. The only parameter is the number of regions in which the image should be segmented, in contrast to other methods, that require sometimes 4 parameters to perform segmentation. Experiments with real DTI were conducted, where different brain structures, such as the corpus callosum, the cortico-spinal tracts and the ventricles, were successfully segmented.
Figure 3. Comparison of corpus callosum obtained by different segmentation methods: In green, the TMG+Watershed performed on DTI and in red, the ANIMAL+INSECT performed on T1, T2 and PD images.

Figure 4. 3D segmentation result of corpus callosum, when increasing the number \( n \) of regions. Instead of only one label, three labels were assigned to the corpus callosum by the watershed transform.

Figure 5. Left and right ventricles, segmented by the watershed transform on the TMG.
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Figure 6. Segmentation of cortico-spinal tract by the proposed method.