
An Immune-Inspired Approach for Unsupervised Texture Segmentation using
Wavelet Packet Transform

Karinne S. Silva, Yuzo Iano
School of Electrical and Computer Engineering

State University of Campinas
Campinas, São Paulo, Brazil

{karinne,yuzo}@decom.fee.unicamp.br

Abstract—In this paper, it is described a new unsupervised
approach based on wavelet packet transform for texture images
segmentation. This transform is able to decompose an image
not only from the low frequency parts, but also from the
middle-high frequency parts, in which there is a certain amount
of texture information. After the extraction of the features,
a clustering is carried out, by using an immune-inspired
algorithm called ARIA (Adaptive Radius Immune Algorithm),
which is capable of preserving the density information of the
data and determining how many different textures (clusters)
are present in the image. The performance of our methodology
is compared with other methods described in literature.
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I. INTRODUCTION

Textures contain important information for humans and
are much used in the interpretation and analysis of various
types of surfaces and objects. Besides, they can be defined
as a set of spatial relations and arrangements of elements in
a neighborhood.

Textural analysis is a difficult task in image processing.
However, this is a fundamental step in many applications
such as remote sensing, medical diagnosis, pattern recogni-
tion and surface inspections.

According to Livens [1] we can divide texture analysis
methods into 4 segments:
• Statistics: In general, these methods achieve higher

rates of discrimination than the structural methods and
transforms. Examples of such methods are histogram
analysis [2], co-occurrence matrix [3] and texture spec-
trum;

• Structurals: In these methods, the texture is defined as a
composition of primitive patterns organized according
to some rules. They have the advantage of producing a
good description of the image, but are more useful to
synthesis. An example of a tool for structural analysis
is mathematical morphology [4];

• Models: Perform the analysis using mathematical mod-
els (stochastic and fractal). Some image parameters are
extracted from the model and used as features to an-
alyze the image. Its disadvantage is the computational

complexity in the estimation of parameters [5];
• Transforms: In this case, the image is represented in

a new space, for example the frequency/scale space,
where the textural characteristics become more acces-
sible. The main examples are the transform images:
Fourier, Gabor [6] and Wavelets [7].

A large number of research works used to analyze texture
image were proposed in the past [8], [9], [10]. But the tradi-
tional statistical approaches to texture analysis are restricted
to the texture on a single scale.

Recent studies of human vision system suggest that the
spatial/frequency representation, preserving global and local
information, is adequate for quasi-periodic signals [11]. This
has motivated new developments in multiresolution texture
models. Currently, methods based on wavelet transform
have received a lot of attention by providing analysis and
characterization of the signal in different scales [7], [11],
[12].

Coifman and Wickerhauser [13] generalized the wavelet
basis function including a library of modulated waveform or-
thonormal bases called wavelet packets. This can decompose
an image from the middle-high frequency parts. The wavelet
packet decomposition is a generalization of the classical
wavelet decomposition. The methodology described in this
paper uses the wavelet packet decomposition to extract the
characteristics of the pixels and perform the segmentation.

In this research, an immune-inspired algorithm called
ARIA (Adaptive Radius Immune Algorithm) [14] was cho-
sen to perform the clustering of the features of the textures.
ARIA is capable of preserving the density information of
the data and of automatically determining the number of
clusters, which is fundamental for an unsupervised method.

The block diagram of the proposed method can be seen
in Figure 1. Where f(x, y) represents the original texture
image, Wx,y is the image wavelet packet transform, t′(x, y)
represents the features, t(x, y) represents the reduced fea-
tures by principal component analysis, L(x, y) is the result
of ARIA clustering and u(x, y) is the final segmentation
image after passing by a median filter to remove small areas
with wrong segmentation.

In the next section we will review the wavelet transform



Figure 1. Block diagram of the proposed methodology

and the wavelet packet decomposition. Section III presents
the method used to obtain the characteristics of the texture
using the decomposition coefficients. The proposed method-
ology to image segmentation will be detailed in section IV.
In section V, the experimental results obtained with the
proposed method can be found. Finally, section VI presents
the conclusions.

II. WAVELET PACKET TRANSFORM

A. Wavelet Transform

The main objective of the wavelet transform is to represent
a signal as a superposition of basic orthogonal functions,
called wavelets. These are obtained through dilation and
translation of a single function called the mother wavelet,
represented in 1

ψm,n = 2−m/2ψ(2−mx− n) (1)

where m and n are integers [11]. The resulting wavelet
decomposition coefficients of a signal f(x) can be obtained
by 2

cm,n =
∫ ∞
−∞

f(x)ψm,n(x)dx (2)

and, the original signal can be obtained by 3

f(x) =
∑
m,n

cm,nψm,n(x). (3)

The mother wavelet ψ(x) is constructed from a scaling
function φ(x) according to 4 and 5

ψ(x) =
√

2
∑

k

g(k)φ(2x− k) (4)

φ(x) =
√

2
∑

k

h(k)φ(2x− k) (5)

where

g(k) = (−1)kh(1− k). (6)

The coefficients in 5 must comply with a number of
restrictions for the set of basis wavelet functions to be
orthonormal [11]. In the literature, several sets of coefficients
can be found, so that some of the best known and utilized
were proposed by Daubechies [15].

The coefficients h(k), of the 10-tap and 16-tap
Daubechies wavelet transform are listed in Table I. For 10-
tap Daubechies wavelet transform hd(k) = 0 if k < 0
or k > 9 and for 16-tap Daubechies wavelet transform
hd(k) = 0 if k < 0 or k > 15.

Table I
WAVELET TRANSFORM FILTER COEFFICIENTS.

10-tap Daubechies 16-tap Daubechies
h(0) 0.160102 0.054416
h(1) 0.603829 0.312872
h(2) 0.724308 0.675631
h(3) 0.138428 0.585355
h(4) -0.242294 -0.015829
h(6) 0.077571 -0.000472
h(7) -0.006241 0.128747
h(8) -0.012580 -0.017369
h(9) 0.003335 -0.044088
h(10) 0.013981
h(11) 0.008746
h(12) -0.004870
h(13) -0.000392
h(14) 0.000675
h(15) -0.000117

We consider that h(x) and g(x) represent lowpass and
highpass filters, respectively. They are used in wavelet
transform decomposition to generate the approximation and
details images. To obtain the various levels of decompo-
sition, the approximation image is decomposed again in
approximation images and detail images. The coefficients of
approximation and details are in general used to obtain the
characteristics for classification and segmentation of images.

B. Wavelet Packet

According to Zhang, He and Han [12], the decomposition
of wavelet packet is a generalization of the classical wavelet
decomposition. As in the Fourier method, any function
f(x) ∈ L2(<) can be decomposed into wavelet packet
functions.

The wavelet packet decomposition is capable of decom-
posing the signal in the middle-high frequency, not only in
low and high frequency parts. This property is of funda-
mental importance for the characterization of texture, so that
there is many textural information present in the intermediate
frequency range [11].

The set of wavelet packet basis functions {Wn}∞n=0 can
be generated from a function W0, as in 7 and 8

W2n(x) =
√

2
∑

k

h(k)Wn(2x− k) (7)



W2n+1(x) =
√

2
∑

k

g(k)Wn(2x− k) (8)

where W0 and W1 are similar to the scaling function and
the mother wavelet, respectively. The library of wavelet
packet bases can be defined as collection of orthonormal
bases composed of functions of the form Wn(2lx − k),
where l, k ∈ Z, n ∈ N . Each element of the library is
determined by a subset of the indices: a scaling parameter
l, a localization parameter k and an oscillation parameter n
[11].

Figure 2 illustrates the tree-structured wavelet packet
decomposition, where S is the original signal, D is the detail
and A represents the approximation image [12].

Figure 2. Tree-structured wavelets packet transform.

Since the most significant information of a texture often
appears in middle frequency channels, further decomposition
just in the lower frequency region, such as the traditional
wavelet transform, may not be sufficient to carry out the
segmentation. To illustrate this concept, Figure 3 shows a
comparison of the wavelet transform and the wavelet packet
decomposition of two textured images from Brodatz’s album
[16].

The key difference between this algorithm and the tradi-
tional wavelet transform is that decomposition is no longer
simply applied to the low frenquency subsignals recursively.
Instead, it is applied to the output of any filter hLL, hLH ,
hHL or hHH [11]. Thus, more detailed information can be
obtained.

III. FEATURES EXTRACTION USING WAVELET PACKET

Initially, the images are decomposed by wavelet packet
transform (level 1), presented in section II, and four sub-
images were obtained. Only the detail coefficients (vertical,
horizontal and diagonal components) are used as features,
and the information of the tone of gray in the low frequency
sub-image is of no influence.

The energy of each component is calculated for each pixel
according to 9

EB
x,y = fB(x, y)2 (9)

where B represents each of the sub-images and fB(x, y) is
the value of the pixel (x, y) in sub-image B.

For each pixel, three characteristics will be obtained, and
before being used for segmentation of the image, they go

(a) (b)

(c) (d)

(e) (f)

Figure 3. Wavelet transform (level 2) and wavelet packet transform (level
2) (a) Image D49 from Brodatz’s album. (b) Image D26 from Brodatz’s
album. (c) Wavelet transform of image D49. (d) Wavelet transform of
image D26. (e) Wavelet packet transform of image D49. (f) Wavelet packet
transform of image D26.

to a process of standardization, positioning the values in the
interval [0, 255].

In order to select only the most relevant characteristics, the
Karhunen-Love transform was used, also known as principal
components analysis [17], which reduces the number of
features for only the most significant ones.

IV. TEXTURE SEGMENTATION

After the extraction of the features for image segmenta-
tion, it is necessary to group the pixels that have the same
textural characteristics. To perform this task, the algorithm
ARIA (Adaptive Radius Immune Algorithm) was chosen
[14].

The immune inspired algorithms are based on the natural
immune systems, and in these algorithms the data are repre-
sented by antigens and the candidate solutions by antibodies.
Some of these algorithms were proposed by de Castro and
Von Zuben [18], [19] and de Castro and Timmis [20].

To obtain a better data representation, ARIA uses the
properties of clonal expansion and network suppression



along with the density of information of data. The algorithm
is computationally fast and simple.

ARIA uses an adaptive suppression radius that is inversely
proportional to the local density for each antibody’s neigh-
borhood, being capable of preserving the density information
of the data. Thus, for high density data, the antibodies move
closer to each other because of their small radius. In more
sparse regions, the radius tend to be larger, so antibody
distribution tends to be sparse too [14].

ARIA’s procedure can be divided in three phases:
• Maturation: the antigens and the antibodies interact. In

order to better fit the antigens, some antibodies suffer
hypermutation.

• Clonal expansion: the most stimulated antibodies are
cloned.

• Network suppression: if one antibody recognizes an-
other, one of them is removed.

Algorithm 1 shows the pseudocode of ARIA, where R
is the radius of each antibody, µ is the mutation rate and
decay is the constant used to decrease the mutation rate.

Algorithm 1 Pseudocode of ARIA.
Initialize the variables and generates the initial population;
for each iteration do

for each antigen do
Select the antibody with better affinity and mutate
with rate µ;

end for
Remove the antibodies that are not stimulated and clone
the antibodies that recognize antigens positioned to
more than its radius R;
Calculate the local density and radius of suppression
for each antibody;
Remove the antibodies, favoring the elimination of
those of larger radius;
if the current generation is more than half the number
of total iterations then

Change the rate of mutation of the following way:
µ = µ ∗ (decay);

end if
end for

After convergence, it is necessary to define the network
topology. To do that, the minimum spanning tree (MST) is
used. The MST is interesting because it imposes a parsimo-
nious structure to the network. Eliminating one of its edges
always leads to subgraphs. This strategy is used to generate
clusters [14], and each resulting subgraph corresponds to a
cluster. To perform this task, a number of different criteria
can be applied. In this work, the method chosen is: an edge
is cut if it is longer than the median added n times the
variance of the length of its immediate neighbors.

Figure 4 shows some steps of an implementation of ARIA.
Figure 4.(a) displays the network convergence, where 2000

points of data (antigens) are represented by 16 antibodies.
In Figures 4.(b) and 4.(c) the MST’s are shown.

(a)

(b)

(c)

Figure 4. Execution of ARIA. (a) Network convergence. (b) MST. (c)
Subgraphs formed by elimination of one edge of the MST.

After eliminating the inconsistent branches, each subgraph
receives a label, which is passed to all antigens related with
the subgraphs.

V. EXPERIMENTAL RESULTS

This section presents the performance of the proposed
methodology. Initially, the texture image was decomposed
using the wavelet packet transform. The features were ob-
tained by the power of 2 of the decomposition components.
After the features extraction, the principal component anal-
ysis was used, aiming to reduce the characteristics. The
clustering was performed by ARIA algorithm. At last, the
median filter of size 7x7 pixels was used to eliminate pixels
that were erroneously classified.

Figure 5.(a) shows an image of size 157x200 pixels
composed of the textures D49 (background) and D53 (inner



pattern) of Brodatz’s album [16]. In Figure 5.(b) the result
obtained by Jenssen and Eltoft [21] is shown. The authors
use the method ICA (Independent Component Analysis) to
create bank of filters to texture segmentation. According to
the authors, the ICA filters are similar to Gabor filters and
are able to capture the inherent properties of textured images.

Figure 5.(c) presents the segmentation carried out by the
methodology of Nunes and Conci [22] who proposed a new
coefficient used in texture segmentation denominated CVE.
This coefficient considers the information of spectral bands
and allows to estimate the limits of areas too small or too
large, locating the edges of the region of interest. It can be
used for all types of texture because the rules to be identified
are provided by the user and adapted to each situation.

Finally, Figure 5.(d) shows the segmentation obtained by
the proposed method.

(a) (b)

(c) (d)

Figure 5. (a) Original image. (b) Segmentation obtained by Jenssen (black)
and desired contour (white). (c) Result obtained by Nunes, in color. (d)
Segmentation obtained by the proposed methodology.

It is observed that results obtained by the proposed
method are better those presented by Jenssen and Eltoft
[21]. However, a small drop in the quality of segmentation
is seen in relation to that obtained by Nunes and Conci [22].
The latter uses a supervised method, where the user chooses
samples of the textures to be used as training set.

Figure 6.(a) shows a 480x192 pixels monochromatic im-
age, which represents the letters UCSB in the segments of
the diagonal lines. This image is used as an example by the
group JSEG, and it is also available on their web site [23].
Figure 6.(b) presents the result obtained by the group JSEG,
Figure 6.(c) shows the result obtained with implementation
of CVE [22] and Figure 6.(d) displays the result obtained
with the proposed methodology. The contours were well
located by the 3 methods.

Figure 7.(a) shows an image built using the texture D82 of
Brodatz’s album in the letters ’ABCDE’. The segmentation

(a) (b)

(c) (d)

Figure 6. (a) Original image. (b) Segmentation obtained by JSEG. (c)
Result obtained by Nunes. (d) Segmentation obtained by the proposed
methodology.

obtained by the proposed methodology is displayed in Figure
7.(b). It can be seen that the contours are correctly localized
with small errors in the inner part of letter ’A’.

(a)

(b)

Figure 7. (a) Original image. (b) Segmentation obtained by the proposed
methodology.

Figure 8.(a) presents an image composed of tree textures:
D55 (top), D21 (bottom) and D24 (semicircle) of Brodatz’s
album. Figure 8.(b) shows the segmentation obtained by the
proposed methodology. The contours of the tree textures are
localized using only two features.

To emphasize the importance of a cluster algorithm ca-
pable of automatically determining the number of clusters,
Figure 9 shows the results of segmentation of Figure 5.(a)
obtained by k-means algorithm, well known in literature and
widely used for clustering.

K-means perform a clustering based only on the data, the
user has to determine the number of the clusters that are
random initialized previously. This algorithm is subject to
local minimums, but it is much used because of its simplicity
of implementation.

It can be observed that, since the user has to set the
numbers of clusters, different results can be obtained. In
Figure 9.(a), the segmentation desired is not obtained and
in Figure 9.(b), the segmentation would be obtained if the
regions in black and gray were united.



(a) (b)

Figure 8. (a) Original image. (b) Segmentation obtained by the proposed
methodology.

(a) (b)

Figure 9. Segmentation by k-means. (a) Segmentation obtained by k-means
for 2 clusters. (a) Result obtained by k-means for 3 clusters.

VI. CONCLUSIONS

In this work, a new methodology for unsupervised seg-
mentation of texture images was presented. The process can
be divided in three principal steps: wavelet packet transform,
features extraction and clustering.

The wavelet packet transform was chosen because it is
capable of obtaining details of middle-high frequency, where
the most significant information of a texture often appears.

To perform the clustering the ARIA algorithm was used.
This immuno-inspired algorithm has the advantage of de-
termining automatically the number of clusters, so the user
might not have prior knowledge of the image. The experi-
ments presented in this work showed that this is an important
point in the segmentation result.

Experimental results presented prove the efficiency of our
method. Several comparisons with other existing methods
in literature were made. In some comparisons, the result
obtained by our method was better, in others, the result was
similar, but our method does not require the interference of
the user.
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