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Abstract—Image captioning refers to the process of creating a
natural language description for one or more images. This task
has several practical applications, from aiding in medical diag-
noses through image descriptions to promoting social inclusion
by providing visual context to people with impairments. Despite
recent progress, especially in English, low-resource languages
like Brazilian Portuguese face a shortage of datasets, models,
and studies. This work seeks to contribute to this context by
fine-tuning and investigating the performance of vision language
models based on the Transformer architecture in Brazilian
Portuguese. We leverage pre-trained vision model checkpoints
(ViT, Swin, and DeiT) and neural language models (BERTimbau,
DistilBERTimbau, and GPorTuguese-2). Several experiments
were carried out to compare the efficiency of different model
combinations using the #PraCegoVer-63K, a native Portuguese
dataset, and a translated version of the Flickr30K dataset. The
experimental results demonstrated that configurations using the
Swin, DistilBERTimbau, and GPorTuguese-2 models generally
achieved the best outcomes. Furthermore, the #PraCegoVer-63K
dataset presents a series of challenges, such as descriptions made
up of multiple sentences and the presence of proper names of
places and people, which significantly decrease the performance
of the investigated models.

I. INTRODUCTION

Humans possess the capacity to envision a visual scenario,
comprehend and recognize the occurrence of existing ele-
ments, and grasp the connections between those elements. This
capability relates to a computational task known as Image
Captioning (IC), which lies at the intersection of Natural
Language Processing (NLP) and Computer Vision (CV). IC
focuses on generating natural language captions describing
one or more images [1]. IC systems have several real-world
applications, including generating captions for social media
posts, automatic image indexing, supporting social inclusion
for individuals with visual impairments, and guiding medical
diagnostics through medical image descriptions [1], [2].

The IC research field has seen considerable improvements
following the evolution of Deep Learning (DL) algorithms
such as Long Short-Term Memory (LSTM) Networks, Con-
volutional Neural Networks (CNNs), Graph Neural Networks
(GNNs), and Transformers [1]. From 2015 to 2022, there has
been an increase in the adoption of attention-based approaches,
particularly Transformer-based architectures [2]. Generally,
these architectures follow a standard design consisting of a
visual encoder and a natural language model decoder. The

encoder learns a contextual encoded representation of the
image content, while the decoder translates this representation
into a natural language description [1], [2].

Developing IC models in low-resource languages (e.g., Por-
tuguese) poses significant challenges compared to widely used
languages (e.g., English). Most IC datasets are comprised of
descriptions written in English, and previous research results
point out that translating the generated captions to the desired
language is less efficient and precise than training the image
captioning language using a dataset on the desired dialect [3].

The Brazilian Portuguese is an example of an idiom poorly
explored in the IC domain [3]. The lack of studies, models,
and datasets in Brazilian Portuguese for IC significantly limits
the development of applications involving translation tasks
of images to natural language. These limitations hamper the
training and evaluation of models specifically designed for the
linguistic and cultural idiosyncrasies of Portuguese [3]–[5].

To tackle these issues, there is a need for advanced archi-
tectures that overcome the linguistic challenges of Portuguese,
integrate state-of-the-art pre-trained language and vision mod-
els, and explore appropriate datasets to learn the linguistic
nuances.

This work aims to contribute to the advancement of the
Portuguese IC field through a comprehensive comparative
analysis of different vision and language models combined in a
fully Transformed-based visual encoder-decoder architecture,
as illustrated in Figure 1. The pre-trained vision models of
Vision Transformers (ViT) [6], Shifted Windows Transformer
(Swin Transformer) [7], and Data-efficient Image Transformer
(DeiT) [8] were investigated as encoders. We also evaluated
the pre-trained natural language models, such as BERTimbau
[9] and GPorTuguese-2 [10], as decoders.

Our main contributions are summarized as follows:
1) To the best of our knowledge, this is the first work

to conduct a comprehensive experimental investigation
on a fully Transformer-based visual encoder-decoder
architecture for Brazilian Portuguese. By fine-tuning
and comparing the performance of different options to
encoder and decoder models, we provide insights into
the most effective combinations for IC in Portuguese.

2) Our extensive evaluation was conducted on two datasets:
the native Portuguese #PraCegoVer-63K and our trans-
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Fig. 1. Transformer-based visual encoder-decoder architecture.

lated version of the traditional Flickr30K. The per-
formance of the models was evaluated using different
automatic evaluation measures.

3) Our source code, Portuguese translated version of
Flickr30K, and the models that achieved the highest
performance are available at:
github.com/laicsiifes/ved-transformer-caption-ptbr.

II. RELATED WORK

The initial works on exploring deep learning architectures
for IC are dated from 2015, and they use a CNN-based encoder
and a LSTM-based decoder. In 2017, the Transformer-based
models brought up a novel way of building language models.
Since then, several architectures based on neural networks
have been proposed and evaluated for the IC task [1], [2].

Traditionally, IC approaches are comprised of two main
modules: the image encoder block and the natural language
decoder block. During the image block processing, the input
image is encoded into the model structure in a process called
visual encoding. Then, the output of the encoder is passed
to the natural language decoder as embeddings that represent
the initial image. In the decoder block processing, a language
model is responsible for decoding the image embeddings into
a natural language caption that describes the image [1], [2].

For end-to-end Transformer-based architectures in IC, the
adoption of a self-attention image encoder is prevalent. Typi-
cally, this kind of encoder makes use of an adaptation of Trans-
formers for vision called ViT, in which the image patches1 –
or regions – are embedded to be processed by a Transformer-
based block [11]. Novel approaches of Transformers for vision
are being applied to IC, including the Swin Transformer
method, which incorporates window self-attention and shifted
window self-attention for image feature extraction [12].

In the context of the Brazilian Portuguese language, the
earliest architecture explored in a native dataset for IC was
an Attention-on-Attention Network (AoANet) [13] as reported
by Santos et al. [3]. The AoANet uses a self-attention layer

1Partitions with a fixed size.

for image encoding and a LSTM-based layer for language
decoding. It underwent training on a large multimodal dataset
of paired images and reference captions proposed by the
authors, which is derived from Instagram API2 content tagged
with #PraCegoVer. Gondim et al. [4] conducted a study on the
fusion of a CNN and a Gated Recurrent Unit (GRU) network
integrated with an attention mechanism for IC trained on a
Portuguese translated version of Flickr8K dataset. Later, the
approach of Alencar et al. [5] emerged as the first alternative
for Brazilian Portuguese IC using a Grid–and Region-based
Image Captioning Transformer (GRIT), a Transformer-only
neural architecture, trained on a Portuguese translated version
of MSCOCO Captions dataset.

According to the Table I, our work addresses four points for
Brazilian Portuguese IC not previously addressed [3]–[5]: (1)
it uses several end-to-end Transformer-based architectures that
(2) leverage checkpoints pre-trained in Brazilian Portuguese
datasets, and the models built in this work are fine-tuned in
(3) a native Brazilian Portuguese dataset and (4) a translated
dataset.

TABLE I
OUR WORK COMPARED TO OTHER BRAZILIAN PORTUGUESE IC WORKS.

Author(s)
Fully

Transformer-
Based

Leverage
Pre-Trained
Checkpoints

Compare
Several
Models

Brazilian
Portuguese

Dataset

Translated
Dataset

[3] ✓
[4] ✓
[5] ✓ ✓

Ours ✓ ✓ ✓ ✓ ✓

III. MATERIALS AND METHODS

This section presents the two datasets used in this work,
as well as the encoder-decoder architecture adopted. The pre-
trained visual and language models investigated are briefly
described. Lastly, we describe the experimental design and
evaluation metrics applied.

A. Datasets

a) #PraCegoVer-63K: This is the first large multimodal
dataset for image captioning in Portuguese with freely anno-
tated images [3]. It was built by gathering images from Insta-
gram with the hashtag of the social project PraCegoVer. This
social project aimed to include people with visual impairments,
besides having an educational proposal. For such, users were
encouraged to post images marked with the hashtag #PraCe-
goVer and write a brief description of their image content.
There are two versions of the dataset, called #PraCegoVer-
173K and #PraCegoVer-63K, which differ in terms of the
number of images. In this work, we used the #PraCegoVer-63K
subset, comprising 62,935 examples. A challenging feature of
this dataset is the large variability in description length, with
a mean of 37.9 and a standard deviation of 27.0 words per
caption.

2https://www.instagram.com/



b) Flickr30K: This dataset comprises 31,014 images
paired with five descriptive captions provided by human anno-
tators for each image [14]. The original English captions were
translated into Portuguese using the Google Translator API3,
following an approach similar to related work in Portuguese
image captioning [4].

Table II presents descriptive statistics of the Flickr30K and
#PraCegoVer-63K datasets. The statistics on caption length
(average and standard deviation) were generated using the
SpaCy toolkit4, with punctuation symbols removed. These
statistics show that the reference captions in #PraCegoVer-63K
are, in general, three times more extensive than those present
in Flickr30K. In this work, Flickr30K and #PraCegoVer-63K
follow the split reported by Karpathy et al. [15] and Santos et
al. [3], respectively.

TABLE II
DESCRIPTIVE STATISTICS OF THE EVALUATION DATASETS.

#PraCegoVer-63K Flickr30K

Split Samples Avg. Caption
Length (Words) Samples Avg. Caption

Length (Words)
Train 37,881 39.2 ± 27.6 29,000 12.1 ± 5.1

Validation 12,442 34.6 ± 26.0 1,014 12.3 ± 5.3
Test 12,612 37.4 ± 25.9 1,000 12.2 ± 5.4

Total 62,935 37.9 ± 27.0 31,014 12.1 ± 5.2

B. Transformer-based Vision Encoder-Decoder Model

For our experiments, we adopted a fully Transformer-
based Vision Encoder-Decoder architecture, using pre-trained
vision models as encoders and pre-trained language models
as decoders. This kind of approach has been successfully
applied in previous works involving image-to-text tasks, as
demonstrated in [16].

The following three visual models were evaluated as the
encoder.

• ViT: The Vision Transformer (ViT) was proposed to solve
image classification tasks. ViT can learn from images by
embedding them into patches and feeding a Transformer
Encoder with these embeddings [6].

• Swin: The Shifted Window (Swin) Transformer was
introduced as a hierarchical structure of the Transformer
model, incorporating shifted windows to perform self-
attention computations efficiently within distinct local
windows [7].

• DeiT: The Data-efficient Image Transformer (DeiT) is a
model designed for image classification tasks with a focus
on efficient training and inference [8].

The encoders were adopted in their base architecture ver-
sion, and they were pre-trained on the ImageNet1k dataset
for the object recognition task. They accept images of size
224×224 as input.

3https://translate.google.com
4https://spacy.io/

For the natural language decoder, we evaluated two varia-
tions (a base and a distilled architecture version) of the Bidi-
rectional Encoder Representations for Transformers (BERT)
[17] and a small model version based on the Generative Pre-
trained Transformer version (GPT).

• BERTimbau: BERTimbau is a BERT-based language
model designed for Brazilian Portuguese pre-trained on
brWaC [9].

• DistilBERTimbau: DistilBERTimbau is a small and fast
model trained by distilling BERTimbau base architecture
[18].

• GPorTuguese-2: GPorTuguese-2 is a causal language
model for Portuguese based on the Generative Pre-
training Transformer version 2 (GPT-2) small architec-
ture. The model was pre-trained on Portuguese Wikipedia
articles [10].

C. Evaluation Metrics

To assess the performance of the investigated models, we
used five automatic evaluation measures commonly adopted
in the literature [1]. These metrics compute the similarity
between automatically generated descriptions and one or more
reference descriptions.

a) CIDEr-D: The Consensus-based Image Description
Evaluation (CIDEr) is calculated by measuring the cosine
similarity between n-grams weighted based on the Term
Frequency-Inverse Document Frequency (TF-IDF) [19].

b) BLEU-4: The Bilingual Evaluation Understudy
(BLEU) is a metric for evaluating machine translation defined
as the precision of the n-grams in a geometric average with
a brevity penalty [20]. We adopted the BLEU-4 version that
considers n-grams up to length 4.

c) ROUGE-L: The Recall-Oriented Understudy for Gist-
ing Evaluation (ROUGE) is a collection of metrics commonly
adopted to assess automatic text summarization approaches
[21]. One of the most adopted ROUGE measures is the
ROUGE Longest Common Subsequence (LCS), referred to
as ROUGE-L. This metric computes the LCS between a
candidate and one or more reference texts. Here, we adopted
the f1-score computed using the ROUGE-L.

d) METEOR: The Metric for Evaluation of Transla-
tion with Explicit Ordering (METEOR) is a measure com-
monly used for evaluating machine translation. METEOR is a
weighted harmonic mean of unigram precision and recall [22].

e) BERTScore: This metric computes the resemblance of
candidate sentence tokens with reference sentence tokens using
contextual embeddings extracted from the BERT model [23].
We computed the f1-score metric using the BERTScore and
the BERTimbau model to generate the contextual embeddings.

Except for CIDEr-D, all other measures have normalized
outcome values ranging from 0 to 1. For better textual concise-
ness, the measures CIDEr-D, BLEU-4, ROUGE-L, METEOR,
and BERTScore will be abbreviated as C, B@4, RL, M, and
BS, respectively.



D. Experimental Setup
Nine configurations of our Vision Encoder-Decoder model

were evaluated, considering the three visual encoder options
and the three language decoder models. All pre-trained mod-
els have public checkpoints available on the Hugging Face
platform5.

The models were fine-tuned on a computer equipped with
a NVIDIA RTX 4090 GPU with 24GB of memory for 20
epochs. The learning rate was set to 5.0 × 10−5, and due
to memory constraints, the batch size was either 16 or 8,
depending on the model size. The Beam Search algorithm was
used to generate the captions, with the number of beams set
to five. Based on an exploratory analysis of caption lengths
in both datasets, the maximum caption length was set to 25
tokens for the Flickr30K and 70 tokens for the #PraCegoVer-
63K.

A monitoring strategy was used during the fine-tuning
epochs to avoid overfitting. This strategy involved applying
the resultant model at the end of each epoch to the validation
set and computing the ROUGE-L score. We use this measure
during the fine-tuning because it is lightweight to compute
and has been successfully adopted as an objective function
in automatic text summarization models [24]. Throughout the
epochs, only the model with the highest ROUGE-L value was
saved as the best model. This best model was then used to
generate captions in the test set.

IV. EXPERIMENTAL RESULTS

This section presents the quantitative and qualitative results
of the experiments. The experiments aimed to evaluate the fol-
lowing: (i) Which encoder and decoder configuration, among
the assessed model options, achieves the best performance
based on the adopted evaluation metrics and (ii) To better
understand the models’ performance, a qualitative inspection
was conducted on some examples (images and reference
captions) and the captions generated by the models in both
datasets.

A. Encoder-Decoder Models Assessment
Table III presents the results of the experiments using

the Flickr30K dataset. Configurations using SwinBASE as
an encoder achieved the best performance in all evaluation
metrics. The best performance was obtained by the model em-
ploying SwinBASE (encoder) and DistilBERTBASE (decoder).
An important point to highlight is that the DistilBERTBASE

model has around 66 million parameters, which represents a
reduction of approximately 40% compared to the BERTBASE

model’s 110 million parameters.
The performance metrics for the #PraCegoVer-63K dataset

were significantly lower than those achieved with the
Flickr30K dataset, as shown in Table IV. The GPT-2SMALL

decoder achieved the best results, and the SwinBASE model
as an encoder showed better performance in almost all evalu-
ation metrics, except for the METEOR (M) score, where the
ViTBASE model as an encoder obtained the top result.

5https://huggingface.co/

TABLE III
EVALUATION RESULTS (%) FOR THE FLICKR30K PORTUGUESE DATASET.
THE THREE BEST RESULTS IN EACH METRIC ARE HIGHLIGHTED IN BOLD,

AND THE HIGHEST PERFORMANCE IS INDICATED WITH A † .

Encoder Decoder C B@4 RL M BS
BERTBASE 49.53 19.20 36.00 39.80 69.58

DeiTBASE DistilBERTBASE 50.58 19.24 35.77 39.93 69.50
GPT-2SMALL 50.61 19.83 36.30 40.52 69.66

BERTBASE 62.42 22.78 38.71 43.47 71.19
SwinBASE DistilBERTBASE 66.73† 24.65† 39.98† 44.71† 72.30†

GPT-2SMALL 64.71 23.15 39.39 44.36 71.70
BERTBASE 57.32 22.12 37.50 41.72 70.63

ViTBASE DistilBERTBASE 59.32 21.19 37.74 42.70 71.15
GPT-2SMALL 59.02 21.39 37.68 42.64 71.03

TABLE IV
EVALUATION RESULTS (%) FOR THE #PRACEGOVER-63K DATASET. THE
THREE BEST RESULTS IN EACH METRIC ARE HIGHLIGHTED IN BOLD, AND

THE HIGHEST PERFORMANCE IS INDICATED WITH A † .

Encoder Decoder C B@4 RL M BS
BERTBASE 0.99 0.00 4.02 3.49 36.20

DeiTBASE DistilBERTBASE 1.59 0.11 9.22 7.74 45.36
GPT-2SMALL 5.95 1.00 12.44 13.87 49.11
BERTBASE 1.29 0.00 4.53 3.90 30.84

SwinBASE DistilBERTBASE 0.31 0.01 7.91 5.76 40.95
GPT-2SMALL 9.45† 1.60† 13.43† 15.58 49.85†

BERTBASE 0.83 0.00 3.03 2.61 27.69
ViTBASE DistilBERTBASE 1.70 0.12 9.01 7.89 45.71

GPT-2SMALL 8.27 1.49 13.23 15.74† 49.57

The very low performance achieved by the models on the
PraCegoVer dataset is consistent with the results obtained
by their original authors [3], and these poor results can be
attributed to the complexity of the dataset. For instance, the
reference captions are very long and highly variable compared
to commonly used image captioning datasets like Flickr30K.
Additionally, Bencke et al. [25] identify linguistic errors in the
image descriptions, which can degrade model performance.
Other significant issues, such as the context of some captions,
also contributed to the low outcomes, as discussed in the
following section.

B. Qualitative Evaluation

This section presents a qualitative evaluation of some im-
ages and generated captions from both datasets. Four images
(two from each dataset) were selected to assist the discussions.
These images illustrate scenarios where the best models, Swin-
DistilBERT (Flickr30K) and Swin-GPT-2 (#PraCegoVer-63K),
generated captions with high and low values in the evaluation
metrics.

On Flickr30K, a more nuanced analysis focusing on the
generated captions reveals a complex challenge the models
faced in dealing with the gender of the people in some pictures,
for instance, “Uma garota (a girl)”, as illustrated in Figure
2a. Moreover, the models generally produced very concise



descriptions in comparison with the reference, often neglect-
ing specific details, such as the color of the person’s shirt.
Regardless of this issue, the model consistently maintained the
reasoning about the main event in the picture, e.g., “jogando
futebol” (playing soccer).

Still concerning Flickr30K, when analyzing other images,
as depicted in Figure 2b, the model generated the caption
precisely as one of the reference captions. The model has not
mistaken crucial details, e.g., collective, gender, entities, or
actions. Overall, the models produced high-quality outcomes
in this kind of image on Flickr30K.

Figures 2c and 2d show samples from #PraCegoVer-63K,
showcasing low and high performance, respectively, for Swin-
GPT-2 (the best encoder-decoder configuration, according to
the evaluation metrics). Analyzing the generated captions and
seeking to understand the low performance obtained by the
evaluated models, we observed several challenging scenarios
for the image captioning task. The first challenge was related
to the length of the reference captions (37.4 ± 25.9) on the
test set. In contrast, the captions generated by Swin-GPT-2,
which produced the longest descriptions, had an average length
of 27.04 with a standard deviation of 13.24. Therefore, the
captions generated by the models are much smaller than the
reference ones.

The second challenge was the text content in the evaluated
images, as in the example in Figure 2d. In some cases, the
models were able to recognize the text content and also other
elements from the image and use this information to compose
the caption. However, the high complexity of the text con-
tent observed in many samples hindered proper recognition,
thereby preventing the use of this information to generate the
descriptions.

The third and most significant challenge arose from captions
that include information not self-contained within the image,
thereby requiring external or world knowledge. For instance,
the caption in Figure 2c mentions “Terceira Ponte” and a
toll booth. For the model or even a person to generate this
description, they would need to associate the image with the
specific name of a bridge located in Vitória–ES and recognize
that it has a toll booth. Similarly, we observed descriptions that
mention the proper names of individuals and specific places.

To quantify the percentage of name references for individu-
als and places, we applied a Named Entity Recognition (NER)
pipeline available in the spaCy tool to the reference captions.
We computed the total number of mentions of Person (PER)
and Location (LOC) entities. In total, 35,514 mentions of
people were identified in 22,415 captions, representing 35.62%
of the descriptions mentioning at least one person. For location
entities, 49,011 mentions were identified in 26,995 captions
(42.89%).

Therefore, smaller models without external knowledge or
auxiliary resources, like Optical Character Recognition (OCR),
are not viable options for image captioning in #PraCegoVer-
63K.

V. CONCLUSION

This work conducted a comprehensive evaluation of a
fully Transformer-based Visual encoder-decoder architecture
for Portuguese image captioning. Several experiments were
performed to assess different encoder and decoder combina-
tions using public pre-trained visual and language models.
Two datasets, Flickr30K (translated) and #PraCegoVer-63K
(native), were used to generate captions, which were evaluated
using traditional automatic evaluation metrics. The experimen-
tal results demonstrated that the Swin-DistilBERT and Swin-
GPT-2 models achieved the best performance on Flickr30K
and #PraCegoVer-63K, respectively.

The performance of the models in the Flickr30K dataset
demonstrates that they were generally able to generate con-
cise and descriptive image captions. However, there is still
significant room for improvement. On the other hand, the
performance of the models in #PraCegoVer-63K was very low
but comparable to those obtained by the original authors of the
dataset. #PraCegoVer-63K proved to be a challenging dataset
for image caption models, requiring external knowledge to
generate some captions accurately.

Future work will expand the study with new Portuguese
datasets, such as FM30K [26], and investigate the use of
multimodal Large Language Models (LLMs), such as Phi-
3 Vision [27] and PaliGemma [28]. Additionally, we aim to
evaluate the application of simplification and anonymization
strategies to remove mentions of names of people and places
in #PraCegoVer captions.

ACKNOWLEDGMENT

The authors would like to thank FAPES/UnAC (Nº FAPES
1228/2022 P 2022-CD0RQ, Nº SIAFEM 2022-CD0RQ) for
the financial support given through the UniversidadES system.

REFERENCES

[1] H. Sharma and D. Padha, “A comprehensive survey on image captioning:
from handcrafted to deep learning-based techniques, a taxonomy and
open research issues,” Artificial Intelligence Review, pp. 1–43, 2023.

[2] M. Stefanini, M. Cornia, L. Baraldi, S. Cascianelli, G. Fiameni, and
R. Cucchiara, “From show to tell: A survey on deep learning-based
image captioning,” IEEE transactions on pattern analysis and machine
intelligence, vol. 45, no. 1, pp. 539–559, 2022.

[3] G. O. dos Santos, E. L. Colombini, and S. Avila, “#pracegover: A
large dataset for image captioning in portuguese,” Data, vol. 7, no. 2,
2022. [Online]. Available: https://www.mdpi.com/2306-5729/7/2/13

[4] J. Gondim, D. B. Claro, and M. Souza, “Towards image captioning for
the portuguese language: Evaluation on a translated dataset.” in ICEIS
(1), 2022, pp. 384–393.

[5] R. S. de Alencar, W. A. C. Castañeda, and M. Amadeus, “Image
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de uma mesa.”;
“Idosos reunidos em torno de uma mesa.”.
Generated: “Um grupo de homens está sen-
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