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Abstract—Collecting samples that exhaust all possible classes
for real-world tasks is usually hard or even impossible due to
many different factors. In a realistic/feasible scenario, methods
should be aware that the training data is incomplete and not all
knowledge is available. In this scenario, in test time, developed
methods should be able to identify the unknown samples while
correctly executing the proposed task to the known classes. Open-
Set Recognition and Semantic Segmentation models emerge to
handle this sort of scenario for visual recognition and dense
labeling tasks, respectively. In this work, we propose a novel
taxonomy aiming to organize the literature and provide an
understanding of the theoretical trends that guided the existing
approaches which may influence future methods. Moreover, we
also provide the first systematic review of open-set semantic
segmentation methods.

Index Terms—open-set, semantic segmentation, open-set recog-
nition, open-set segmentation, deep learning, neural network

I. INTRODUCTION

During the last decade, the automation of visual recognition
tasks have reached human level standards in many domains
[19], [31], [35], [36]. Convolutional Neural Networks (CNNs)
[23] shifted the main limitation of visual recognition from
the lack of representation capability of shallow features to the
amount of labeled training data in a dataset/domain. Closed-
set tasks in CNNs and related network architectures, such
as classification, detection, or segmentation assume that the
training and testing label spaces are the same [30]. This
scenario is not compatible with the majority of real-world
problems, since the tasks are limited due to the difficulty of
collecting labeled samples that exhaust all possible classes.

As stated by Scheirer et al. [29], an open-set scenario
happens when unknown samples can appear in the prediction
phase, meaning that at training time not all possible classes are
known. Applying this definition to a classification problem,
a new task called Open-Set Recognition (OSR) emerges.
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Fig. 1: Difference between training and deployment phases in
OSR (a) and OSS (b) scenarios. Red circle samples (for OSR)
or red pixels (for OSS) represent samples unknown in training.

The same definition can also be applied to each pixel in
an image, extending the traditional semantic segmentation
problem to Open-Set Segmentation (OSS). OSS refers to the
set of algorithms that identifies pixels of unknown or out-
of-distribution (OOD) classes at inference time, while still
correctly classifying pixels of the known classes learned in
training [26]. Figure 1 illustrates the OSR and OSS tasks.



The open-set tasks have caught the research community’s
interest with multiple recently proposed methods for open-set
recognition (OSR) problems [2], [8], [16], [27], [30]. However,
only a few works tackle the problem for different visual tasks,
such as segmentation or object detection [17]. OSS is an
inherently harder problem due to its dense labeling nature
compared to Open-Set Recognition or Classification. Thus, in
real-world scenarios, it is harder to perform open-set semantic
segmentation precisely [5]. This may explain why there is still
a gap in the literature with only a handful of works tackling
the issue [8].

Understanding and organizing the literature on any area is
a challenging task that can help researchers to place their
work among the many existing methods. It is also useful
to provide an overview of the research area for newcomers
and for the following works. Considering the lack of a more
structured organization for the OSR and OSS literature, in
this work, we propose a taxonomy for deep learning open-
set recognition and segmentation, helping to organize the
literature by classifying existing methods according to their
characteristics. Furthermore, the taxonomy allows to identify
the main emerging trends that may serve as the base for future
approaches. To the best of our knowledge, this is the first work
that reviews the OSS methods available in the literature. We
focused our study on deep learning-based methods, therefore
shallow approaches will not be considered.

The remaining of this paper is organized as follows. In
Section II we introduce the literature reviewing process and the
proposed taxonomy. Section III discusses the most represen-
tative OSR papers according to the proposed taxonomy, while
Section IV reviews, analyzes, and categorizes the OSS works.
At last, Section V concludes the paper discussing some of the
most promising trends in OSR and OSS, while also presenting
possible future research directions in the field.

II. REVIEWING PROCESS AND TAXONOMY

Aiming to systematize the choice and analysis of works
on OSS, we followed the methodology from the literature
of systematic mapping [21] as how to conduct an organized
review process. The following subsection will explain the
procedure.

A. Systematic Review Methodology

Since this research focuses on deep learning methods for
OSS, the defined search terms were: 1) “segmentation”; 2)
“(open-set OR open set OR openset OR open-world OR open
world)”; “(deep learning OR neural network)”.

We selected three digital libraries/search engines to gather
comprehensive results: Google Scholar1, Scopus2, and Web of
Science3. We defined only one search string for Scopus and
Web of Science since they allow for structured search strings,
as presented in Table I. The table also shows the two less
restrictive search strings defined for Google Scholar.

1https://scholar.google.com.br/
2https://www.scopus.com/search/form.uri?display=basic#basic
3https://www.webofscience.com/wos/woscc/basic-search

Database Search Results

Web
of
Science

“segmentation” AND
(“open set” OR
“open-set” OR
“openset” OR
“open world” OR
“open-world”) AND
(“neural network” OR
“deep learning”)

16

Scopus

“segmentation” AND
(“open set” OR
“open-set” OR
“openset” OR
“open world” OR
“open-world”) AND
(“neural network” OR
“deep learning”)

36

Google Scholar open-set segmentation 33
Google Scholar open-world segmentation 27

TABLE I: Table presents the used queries for each search
engine and the number of results returned.

Besides the search results for OSS, multiple relevant OSR
works were manually included in the mapping, as the majority
of OSS methods are adapted from the OSR literature. Sec-
tion III presents an overview of the OSR literature according to
the taxonomy presented in Section II-B. We highlight that the
review on the OSR literature was thought to be representative
rather than extensive, considering that the amount of OSR
papers is considerably higher than the ones for OSS. We aimed
to reach the representativity by including the seminal articles
for each category from the taxonomy, along with the ones
also found during the OSS paper search. Thus, the selection
of works for the OSR task is not necessarily fully complete,
differently from the OSS review. Yet, the review on OSR
papers is necessary, as we describe OSR methods in order
to introduce OSS later.

Since the total number of articles is relatively small, we
considered the union of all results and manually excluded the
following types of works: surveys, thesis and dissertations,
submitted and rejected works, works describing frameworks
used on competitions, works in which the main task is other
than segmentation or recognition, and works not focusing on
images. We refined the search of OSS methods to 71 works
after duplicate removal, further reducing this number to 24
papers after applying the exclusion criteria, with 15 being
focused on OSS and 9 dealing with OSR tasks. Figure 3
shows the distribution of the works by year of publication
and the growing interest in OSR and OSS from the research
community.

As only 24 works resulted from the combined search and
exclusion criteria, all articles were read and further classified
into the taxonomy. To better understand research trends in
OSS using deep neural networks, we extracted the following

https://scholar.google.com.br/
https://www.scopus.com/search/form.uri?display=basic#basic
https://www.webofscience.com/wos/woscc/basic-search
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Fig. 2: Classification of the selected works under the proposed categories of the taxonomy presented in Section II. Each
category can be further divided into more refined groups according to the methods’ characteristics. Each method may fall
under more than one group, as they are not mutually exclusive.

Fig. 3: The evolution in number of publications of the com-
bined search results shown in grey and in yellow the final
number of selected articles.

complementary data from all final selected articles:

1) Does the article address the open-set scenario?
2) Which is the main task addressed by the article?
3) What kind of data is used?
4) Does the method use reconstruction?
5) Does the method use auxiliary data?
6) Does the method use a generative approach?
7) Does the method use any statistical modeling?
8) Does the method use the intermediate feature space?
9) Can the method be easily adapted from the closed-set

task or, in short, is the method plug & play?
10) Does the method use EVT to model OOD classes?

We compiled the Table II from the proposed questions
above. Each column of the table answers one proposed ques-
tion to map the architectural choices made by the authors. The
proposed questions were used to map the emerging trends in
literature and to help organizing the methods as to define an
adequate taxonomy.

We further detail the most relevant individual works pre-
sented in Table II in Sections III and IV.

B. Taxonomy

Aiming to better understand the trends, the selection of
articles guided us to the following taxonomy, mapping three
identified paradigms that organize the families of methods for
OSR and OSS commonly found in the literature:

1) Statistical modeling: statistics of the intermediary and
output activations from the networks are used to define
in- and out-of-distribution samples [2], [6]–[12], [14],
[17], [18], [24], [26], [30], [32], [33], as illustrated in
Figure 4a. This is a broader category than the next two,
and as such, it is possible to further split it in four
overlapping subdivisions according to the characteristics
of the statistical modeling - which activation layers
are used, the employment of Extreme Value Theory
(EVT), the use of activations to represent known and
unknown classes, and the output of an anomaly (entropy
or probability) score;

2) Reconstruction-based: image reconstruction loss is used
to model or classify OOD samples [25], [27], [30], [34],
as shown in Figure 4b. This category can be further split
into two subdivisions - Conditional or not. The condi-
tional sub-group is characterized by the employment of
class conditioning as a mean of reconstructing an input
image according to the desired condition, which is a
strategy that tends to generate worst reconstructions for
the OOD classes due to unknown adequate conditioning;

3) Auxiliary data: when known unknown samples are avail-
able, one can use them to turn a generative model for
OSR/OSS into a discriminative distinction [3], [13]–
[15], [17], [22]. This pipeline is shown in Figure 4c. This
category can be split into two subdivisions - Synthetic or
not. The Synthetic methods use some type of generative
strategy to generate OOD samples, helping to better
model in- and out-of-distribution samples.

A graphical visualization of all selected papers under the
respective category is shown in Figure 2.
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Fig. 4: Schematics for the presented taxonomy: statistical
modeling (a); reconstruction-based (b); auxiliary data (c).

III. OPEN-SET RECOGNITION

This section will present the seminal manually chosen
articles for each category of the taxonomy. They represent well
the examples of methods that fall upon the proposed categories
and can be considered the base of more recent approaches.

Deep statistical models for OSR can operate either solely
on the output activations of a neural network M [2], [4],
[11] or also consider the intermediary feature representations
of a closed-set classification network [30], [32], as shown in
Figure 4a. An important subset of this OSR paradigm special-
izes in using Extreme Value Theory (EVT) for detecting OOD
samples. An example of this case is the traditional OpenMax
algorithm [2], which adds an “unknown” output class and
estimates the probability of the input images to each of the
C + 1 classes, where C is the number of known categories.
EVT, despite being a robust theoretical framework to work
with long-tailed distributions and anomaly detection, is usually

Ref T D R A G S F P E SE
[2] R I ✗ ✗ ✗ ✓ ✗ ✓ ✓ M

[12] R I ✗ ✗ ✓ ✓ ✗ ✗ ✓ M
[17] R I ✗ ✓ ✗ ✓ ✗ ✗ ✗ M
[34] R I ✓ ✗ ✓ ✗ ✗ ✗ ✗ M
[27] R I ✓ ✗ ✓ ✗ ✗ ✗ ✓ M
[30] R I ✓ ✗ ✓ ✓ ✓ ✗ ✗ M
[32] R I ✗ ✗ ✓ ✓ ✓ ✓ ✗ M
[4] R I ✗ ✗ ✗ ✗ ✗ ✗ ✗ W

[11] R RS ✗ ✗ ✗ ✓ ✗ ✗ ✗ W
[9] S RS ✗ ✗ ✗ ✓ ✗ ✓ ✓ S

[13] S I ✗ ✓ ✓ ✗ ✗ ✗ ✗ G
[8] S I ✗ ✗ ✗ ✓ ✗ ✗ ✗ S,W,G

[26] S RS ✗ ✗ ✓ ✓ ✓ ✓ ✓ S,G
[24] S RS ✗ ✗ ✓ ✓ ✓ ✓ ✓ S,G
[33] S I ✗ ✗ ✗ ✓ ✗ ✗ ✗ S
[6] S I ✗ ✗ ✗ ✓ ✓ ✗ ✗ S,G

[14] S I ✗ ✓ ✓ ✓ ✗ ✗ ✗ G
[7] S I ✗ ✗ ✗ ✓ ✗ ✗ ✗ W

[22] S I ✗ ✓ ✓ ✗ ✓ ✗ ✗ G
[25] S RS ✓ ✗ ✓ ✗ ✗ ✗ ✗ G
[3] S I ✗ ✓ ✗ ✗ ✓ ✗ ✗ S,G

[15] S I ✗ ✗ ✗ ✓ ✗ ✗ ✗ G
[18] S I ✗ ✗ ✗ ✓ ✗ ✗ ✗ G
[10] S I ✗ ✗ ✗ ✓ ✗ ✗ ✗ G

TABLE II: The table shows systematic review results for
OSS and the selected articles of OSR. Data is ordered by
task (column T) and by publish year. Columns stand for,
respectively: T - main task tackled (S - segmentation, R -
recognition); D - data type (I - 2D image, RS - remote sensing
image); R - if the model uses image reconstruction somehow;
A - if it uses auxiliary data; G - if it uses generative modeling;
S - if it uses any statistical modeling; F - if it uses the
intermediate feature space to model open-set distributions; P
- if the model can be used in a plug & play fashion; E - if
the method uses EVT to model open-set distributions; and SE
- the source of the article (M - manually included; W - Web
of Science; S - Scopus; and G - Google Scholar).

limited to work directly on logits, not being able to adapt
to include intermediate feature representations. Vendramini et
al. [32] showed how simple generative models (i.e. princi-
pal component analysis or gaussian mixtures) surpassed the
performance of OpenMax considerably in multiple traditional
OSR scenarios by introducing information from the middle
layers of a CNN M.

Following a rather distinct paradigm, reconstruction-based
strategies (Figure 4b) [27], [30], [34] leverage reconstruction
error from autoencoding networks (e.g. autoencoders and
their variants) in order to delineate the boundary between
known and unknown samples. These strategies rely on the
reconstruction error from known classes being smaller than
reconstruction errors from unknown classes, as only known
samples are seen during training. Multiple works [27], [34]



repurpose the closed-set classification encoder E and attach a
trainable decoder D to try to reconstruct the input image for
the known classes. Class Conditioned Auto-Encoders (C2AE)
[27] exemplify the reconstruction paradigm for OSR quite well
by merging a closed-set classification encoder E pretrained
on the known classes with an upsampling decoder D for
reconstruction. E works both to classify among known classes
and to compress the representation of the input samples into
an embedding that can be reverted to an approximation of the
input space by D. In this strategy, wrongly labeled samples are
purposely fed to the network to enforce that it is able to only
reconstruct samples correctly conditioned to the input label.

Conditional Gaussian Distribution Learning (CGDL) [30]
is a variation of the traditional reconstrucion-based pipeline
that couples the reconstruction loss with a Kullback Leibler
(KL) constraint on network activations – effectively working
as a cascaded Variational AutoEncoder (VAE) [20]. The KL
divergence is used during the training phase in order to enforce
simpler gaussian bottleneck embeddings before the recon-
struction. CGDL is framed into statistical and reconstruction-
based due to the use of both reconstruction loss and the KL-
divergence.

At last, the third OSR strategy uses known unknown sam-
ples as auxiliary data to ensure that the model learns to
differentiate between known x and unknown samples x

OOD
.

This OSR paradigm leverages a known set of unknown sam-
ples – henceforth known as the support set – to transform
the usually unsupervised generative modeling of OSR into a
supervised discriminative process. For instance, G-OpenMax
[12] employs a Generative Adversarial Network (GAN) B
trained on OOD data to learn how to discriminate the known
classes (classified through the closed-set branch M) from
synthetic samples. In the same direction, Outlier Exposure [17]
model uses different datasets as OOD samples in the open
vs. closed branch B to learn how to discriminate the known
distribution from others. An example of this class of methods
can be seen in Figure 4c.

IV. OPEN-SET SEMANTIC SEGMENTATION

Statistical Modeling is the most common background structure
used by OSS methods and the usage varies from method
to method. Principal Component Analysis (PCA), Gaussian
Mixture of Models (GMM), entropy, or probability are used
to generate anomaly scores from intermediate features or final
layers of networks to distinguish and characterize OOD via
threshold, as seen in [7], [8], [14], [15], [18], [24], [26].
OpenPCS [26] and OpenPCS++ [24] use PCA to reduce
the dimensionality, generating a representation of the stacked
intermediate features and the final layers. A threshold is
employed in the resulting log-likelihood to identify OOD
pixels. A great advantage of both OpenPCS and OpenPCS++ is
the “plug & play” characteristic, which allows a fast adaptation
of the method and the use in either new datasets or different
closed-set backbones. Another related work, [8] applied a
statistical test to the produced entropy-uncertainty map to
determine if any area is unknown. Other representational

strategies employed are Metric Learning and Prototyping, as
in [6], [10], where the calculated distance between represen-
tations and each sample is used to define which are OOD.
The use of the Extreme Value Theory (EVT) to model the
final score or loss distribution and to separate OOD objects
from the known objects is employed by [9], [24], [26]. A
different approach uses probability sampling to balance sample
selection and improve the learning for the method [33].
Reconstruction-based strategies are employed in only one
method in OSS. In general, reconstruction-based methods use
the reconstruction loss to identify OOD pixels. The only
reconstruction method [25] found in our search uses con-
ditional reconstruction to identify OOD pixels. In training,
the method learns to reconstruct pixels conditioned to their
class, and in testing, all pixels are conditioned to all known
classes. The ones from unknown samples tend to present
higher reconstruction loss values, thus being set as OOD by a
threshold.
Auxiliary data had three different usages mapped in this study.
The first is with the use of synthetic images [13], [14], [22].
The method proposed by [13] employs synthetic negative
patches added to images that simultaneously achieve uniform
discriminative prediction and high inlier likelihood. Also,
Jensen-Shannon divergence was employed in both training and
inference instead of the Kullback–Leibler (KL) divergence.
The Jensen-Shannon divergence mildly penalizes high confi-
dence predictions in comparison to KL-divergence. The Open-
GAN method [22] learns a robust open-vs-closed discriminator
that serves as open-set likelihood. The discriminator is trained
with fake (synthetic) data from a generator and real open
training examples as an outlier exposure (OE) strategy. As the
GAN objective is not a realistic reconstruction, both generator
and discriminator use the features of the closed set network.
This enables readily modifying closed-set systems for open-set
recognition.

The OR strategy employed by OpenGAN is the second
mapped usage of auxiliary data. More specifically, OpenGAN
uses synthetic data and OE together to enhance the discrim-
inative ability of the model. Finally, the third mapped usage
is a strategy that randomly replaces a small crop of the input
image with some OOD mini-patch [3], [13], [14]. In [3], the
mini-patch is a random crop of a real image of the same size
but with a different distribution. In [13], [14], the mini-patch is
synthetic. For this kind of approach to work, the ground truths
must be equally modified including the unknown class to the
added mini-patch area and the model is trained to differentiate
in- and out-of-distribution, along with correctly identifying
OOD pixels.

V. CONCLUSION

In general, OSS methods are based on an OSR counterpart.
Hence, our proposed taxonomy works for both tasks since the
fields share similar strategies. Reconstruction-based methods
might be an ongoing trend for OSS since some of the more
robust methods in OSR rely on reconstruction [27], [30], [34].
Our systematic review only found one method for OSS that



uses reconstruction [25], which means that this type of strategy
is still in its earlier steps in spite of the strong results compared
to the other baseline OSS methods.

Methods to improve the semantic consistency of the seg-
mentation seem relevant for OSS, particularly as boundaries
across objects from distinct classes tend to present larger
segmentation errors than their centers. Thus, post-processing
schemes capable of mitigating the lack of confidence in
border regions between different objects may improve OSS
results, since many open segmentation strategies employ some
confidence or anomaly score to identify OOD pixels. In this
direction, techniques like visual attention modules, conditional
random fields, and superpixel post-processing are promising
alternatives to be explored in future works.

Finally, zero-shot and few-shot tasks overlap open-set tasks,
since the knowledge in these scenarios is inherently incomplete
during training and the method may need to handle samples
of unknown classes during deploy, possibly even using some
online learning strategy. Developments in the literatures of
OSR/OSS and zero-/few-shot learning [6], [28], [37] seems
to walk towards each other, possibly resulting in future deep
Open World [1] approaches.
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