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Abstract—Image inpainting is a challenging task that aims to
reconstruct missing pixels with semantically coherent content and
realistic texture using available information. Modern inpainting
works rely on neural networks to generate realistic images.
However, due to their limited receptive field in convolution op-
erators, they may produce distorted content when a large region
needs to be filled. Recent methods have employed transformers
to deal with this problem, but their high computational cost
makes it difficult to work with global image information. To
address this, we propose a multi-scale patch partitioning strategy
to subdivide feature maps into non-overlapping patches, and a
transformer with a variable number of heads to control the
computational cost growth according to the number of patches.
Smaller patches enable a broader image coverage, helping to
recover structural information, whereas larger patches lead to a
reduced computational cost. In contrast to the fixed and small
sizes employed in other literature methods, here we explore
different patch sizes in the transformer blocks to achieve a good
balance between the computational cost and the number of pixel
references used in the reconstruction. Extensive experiments on
three datasets show that our method achieves very competitive
results compared to the state of the art, reaching the best scores
in various scenarios, especially for metrics based on human
perception. Moreover, our model presented the smallest size. Our
qualitative results suggest that the proposed method is able to
reconstruct structural content such as parts of human faces.

Index Terms—Image inpainting, visual transformers, multi-
scale patch partitioning

I. INTRODUCTION

Image inpainting (or image completion) aims to fill holes
of a damaged image with suitable pixel information. Over
the years, researchers have proposed many solutions to this
task, especially in artificial intelligence and computer vision
fields. While a great number of works have been devoted to
achieving high-quality reconstructions of rectangular holes,
new ones have focused on irregular holes due to the many
applications in the real world, for instance, object removal [1],
photograph restoration [2], image manipulation [3], and view
synthesis [4]-[6].

Image inpainting is a challenging task due to the various
artifacts that could be generated in the reconstruction of the
holes, such as distorted structures and blurred textures. These
artifacts become more frequent and more severe when we have
large holes (more than 40% of the image size) and complex
structures and textures.

Several approaches have been proposed for inpainting,
which can be divided into two main categories: (i) traditional,

which is based on classical image processing methods, and (ii)
deep learning, in which deep networks such as convolutional
neural networks (CNNs) are used to predict the missing
content. Early works for image inpainting relied on traditional
methods [7]-[10]. However, they produce poor results since
they cannot capture global information. Recently, CNN-based
methods [3], [11]-[13] presented better results with detailed
textures and coherent semantic structures.

Most CNN-based methods use an encoder-decoder archi-
tecture or a generative adversarial network (GAN). Encoder-
decoder methods [14], [15] reconstruct missing regions by
employing a CNN responsible for mapping the input into a
feature map (encoder) and a second one that converts the map
into an output image with filled regions (decoder). GAN-based
methods [3], [12], [13], [16] which generally produce more
realistic images, are composed of generators and discrimina-
tors. The generator is trained to create a new image that is
indistinguishable from real ones, whereas the discriminator
is trained to differentiate between real and generated images.
Recent GAN-based methods [3], [15]-[18] use a coarse-to-fine
architecture, making a coarse prediction of the missing regions
and taking this prediction as input to obtain refined results.
However, CNN-based methods present limitations such as (i)
it does not capture global information due to the local receptive
field of the convolution operators, which has led to proposing
deeper and heavier network designs [19]-[22]; (ii) the use of
several convolution operators can generate duplicated patterns
or blurry artifacts [21], [23] because it applies the same kernel
in all positions of the image.

In the last few years, transformers have gained more rel-
evance compared to CNNs [21], [24]-[26], thanks to their
patch-based self-attention mechanism that allows modeling
both short- and long-range dependencies of the images. Vi-
sion Transformer (ViT) [27] was the first method to apply
transformers without CNNs. To capture the global interaction
among regions in each transformer block, they partition the
image into 16x16 patches. However, by employing large,
fixed-sized and non-overlapping patches, ViT neglects impor-
tant information, which in the inpainting scenario may cause
a scarcity of references to reconstruct a given pixel.

For image inpainting, the use of smaller patches in the
partitioning step allows the capture of local and global context.
However, partitioning into small patches leads to a high com-
putational cost, which makes its use prohibitively expensive



when applied to high-resolution images [27]. Recent methods
explore different strategies for partitioning the feature map
considering multiple patch sizes. Zeng et al. [28] partitioned
the feature map from the video frames with four different patch
sizes for each multi-head attention and transformer block.

This paper proposes a multi-scale patch partitioning strategy
that divides the feature map into patches of multiple sizes. Ini-
tially, the feature map is partitioned into small non-overlapping
patches to learn to fill the missing pixels considering both local
and global contexts. Then, they are passed to the multi-head
self-attention, in which the patches are divided into variable
number of heads depending on the patch scale strategy. For
smaller patches, several heads are used to control the high
computational cost on each head. In the following transformer
blocks, we double the patch size to reduce the computational
cost compared to the previous transformer blocks (Figure 1).
However, in order not to fill the missing pixels with less local
and global information, we take advantage of semantically-rich
content from the previous transformer blocks.
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Fig. 1: Tlustration of an image with different patch sizes.
With smaller patches, we can capture local and global context,
but a greater number of pixels is used for the reconstruction,
resulting in a higher computational cost.

The main contribution of this work is an image inpainting
method based on visual transformers along with a multi-scale
patch partitioning strategy to synthesize semantically coherent
and visually realistic content. Several experiments on three
standard datasets show that our approach achieves competitive
performance qualitatively and quantitatively compared to state-
of-the-art methods.

II. METHOD

In this section, we show the overall architecture and intro-
duce our proposed Multi-scale Patch Partitioning.

A. Overall Architecture

We started by providing an architecture based on the
Vision Transformer (ViT) [27] with several modifications.
These modifications were inspired by strategies introduced
in the Spatial-Temporal Transformer Networks (STTN [28])
for video inpainting, such as using an encoder-decoder to

reduce the computational cost for high-resolution images and
improve the performance by using structural information in
the transformer blocks.

As shown in Fig. 2, we have as input a H x W x C
image I representing the damaged image, where H, W and
C correspond to height, width, and the number of channels,
respectively. From I, the encoder generates an input feature
map of size H' x W' x 256, with H' = & and W’ =
This map is passed to a patch embedding layer of 1 x 1
convolutions, generating a H' x W’ x 256 map. Then, a
positional embedding layer is used to aggregate the relative
position into the previous map. This map with the relative
position is sent to L stacked transformer blocks. The patch
partitioning strategy is further explained in Subsection II-B.
The multi-head mechanism employed in our work is described
in Subsection II-C.

The H' x W’ x 256 output of the last transformer block is
sent to a decoder that generates a H x W x C inpainted image
O. Instead of the traditional upsampling layer based on bilinear
interpolation from the decoder, we adopted the pixelshuffle
layer [29], which is an operation used in super-resolution
models to implement efficient sub-pixel convolutions and helps
to upscale deep features, generating a high-quality output. Our
decoder consists of two pixelshuffle layers with an upsampling
scale of 2.

B. Multi-scale Patch Partitioning

Given a 256 x 256 x 3 image, if this original image is passed
to the stacked transformer blocks, it would take billions of
operations and be limited by the GPU capability [27]. There-
fore, the use of an encoder to extract high-level features from
the input helps to reduce memory usage and, consequently,
reduces the computational cost in the transformer blocks.
However, a severe reduction in this stage might lead to a poor
performance of our model. Instead of a further reduction of
the input, we propose a multi-scale patch partitioning strategy
that partitions the feature maps into patches of different sizes.
We maintain a smaller size in the first blocks, but enlarge the
patches in the last ones. Since the output of each block is used
in the next one, the method can benefit from the process made
on a finer scale, but the computational cost is reduced in the
last blocks.

Each pair of transformer blocks in the stack partitions the
input feature map with the positional encoding into square
patches of different sizes p, where p € P = {4,8,16,32}.
For instance, the first and second transformer blocks divide the
map into 4 x 4 patches, whereas the third and fourth generate
8 X 8 patches. In this way, the input is divided into N =

HLWZ-256 D) patches.
p

C. Transformers with Variable Number of Heads

The standard visual transformer models [27] use the same
number of heads for each transformer block, which has a
quadratic computational cost per head. Here, we employ
different number of heads according to the number of patches
to maintain a balance between the cost and the amount of
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Fig. 2: Tllustration of our image inpainting framework based on visual transformers. (a) Our overall pipeline uses an encoder-
decoder, eight transformer blocks, patch embedding, and positional encoding. (b) The feature map is partitioned into non-
overlapping and multi-scale patches, allowing us to recover pixels considering short- and long-range dependencies. (c) Each
transformer block uses variable number of heads. For smaller patches, more heads are used to reduce their computational cost.
In contrast, larger patches use fewer heads for distributing less information on each one.

information used in the reconstruction. In this way, transformer
blocks with smaller patches receive more heads and larger
patches receive fewer heads. This is computationally more
efficient in terms of memory cost, because feature maps
partitioned into smaller patches need more memory to compute
attention scores following the scaled dot-product attention as
in the original Transformer [30], formulated as:
v

QK

vy,
where (), K and V represent the query, key and value matrices,
respectively. di, is the number of dimensions of the key matrix,
and softmax is the non-linear activation function.

The patches generated in the partitioning stage (Subsec-
tion II-B) are evenly distributed among the k heads of the
transformer block, thus each one receives % patches. The
number of heads % assumes values in the set K = {1,2,4, 8}.
Following our strategy, as we enlarge the patches, we reduce
the number of heads used in the transformer block. For
instance, for 4 x 4 patches, we use 8 heads.

T

Attention(Q, K, V') = softmax ( (1)

Consider the sequence of 2D patches Z = [z}, 22, -+ , 2],
where zzi, € R?” is the i-th patch. Equation 2 shows the opera-
tions performed in each transformer block [ € {0,--- ,L —1}
according to the size p and the number of heads k.

pi-1=MSAL(LN(Z;1-1)) + Zpi-1- ()
Zpy =FFN(LN(Z},, 1)) + Z, - 3)

In the equation, MSAj, LN, and FFN denote the multi-head
self-attention with k heads, layer normalization, and feed-

forward network, respectively. The FFN contains two fully-
connected layers with LeakyReLu non-linearity.

ITI. EXPERIMENTS
A. Implementations Details

a) Dataset: We conducted experiments on the
Places2 [31], CelebA [32], and Paris StreetView [33]
datasets, which are widely adopted in the image inpainting
literature. We follow their original training, validation and
test splits. We also used the irregular masks provided by
PConv [14] that contains 12000 irregular masks grouped into
six intervals according to the mask area on the total image
size, where each interval has 2000 masks. We employed three
intervals, 20-30%, 30-40%, and 40-50%, for both validation
and testing.

b) Network Training: The model was implemented in
PyTorch. We trained our method with a batch size of 16. Dur-
ing the training step, input images were resized to 256 x256
pixels for both training, validation, and test. We used Adam
optimizer with 51 = 0.9 and B2 = 0.95. The complete training
routine took 50 epochs. In the first 40 epochs, the learning
rate started with 104, then it decayed to 10~° for the last
10 epochs. Concerning the total loss Lyt (Equation 4), we
used A\, = 1 for hole loss (Ly), A, = 1 for valid loss (L), As
= 360 for style loss (L;), A\p = 0.9 for perceptual loss (Ly),
and A, = 0.01 for adversarial loss (L,) using LSGAN.

Ltotal = )\th + )\va + )\sLs + )\pr + )\aLa (4)
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Fig. 3: Comparison of the inpainting results among the proposed method and literature approaches for Places2, CelebA and

ParisStreet View on ParisStreet View dataset.

c) Evaluation Metrics: To estimate the quality of our
methods, we employed two commonly used metrics: Peak
Signal-to-Noise Ratio (PSNR) and Structural Similarity Index
(SSIM). We also used Frechet Inception Distance (FID) [34]
and Learned Perceptual Image Patch Similarity (LPIPS) [35]
that were recently proposed for image inpainting tasks and are
based on deep features to better assess the human perception
on reconstructed missing regions.

B. Result Comparison

We performed a qualitative and quantitative comparison
between our approach and the most recent image inpainting
methods: RW [15], CTSDG [36], WaveFill [37], SPL [38],
MADEF [19], RFR [20] and LaMa [18] using the official pre-

trained models. We chose these methods since they are more
effective for irregular masks.

a) Qualitative Comparison: We visually analyzed the
effects of our approach with the multi-scale patch partitioning
strategy and qualitatively compared our approach with some
recently proposed image inpainting methods.

Figure 3 shows the inpainting results on the CelebA dataset.
CTSDG and RFR presented a semantic reconstruction of the
missing pixels of the face, however, due to the lack of texture
details, their results are not photorealistic. In particular, it
is possible to observe artifacts in the eye and mouth recon-
struction. MADF presented a better semantic reconstruction,
however, for relatively large regions of the mask, it presented
some artifacts. SPL presented a smoother content, while, at
the semantic level, it was able to reconstruct more visually



TABLE I: Comparison of our method against state-of-the-art approaches on Places2, CelebA and Paris StreetView. The first
and second-best results are marked in bold and underline, respectively.

Datasets  Methods PSNR 1 SSIM 1 FID | LPIPS |

20-30%  30-40%  40-50%  20-30%  30-40%  40-50%  20-30%  30-40%  40-50%  20-30%  30-40%  40-50%

RW [15] 26.6061  23.3941  21.6251  0.8805  0.8223 07601  1.9096  3.9553  7.2946  0.0799  0.1181  0.1618

CTSDG [36] 257374 234326 21.6453 08817 08212 07552 37493  8.6340  16.8813  0.0911  0.1421  0.1992

WaveFill [37] 269094 245930 227039  0.8874  0.8274 07422 13011 32134 113293  0.0647  0.1028  0.1697

Placesz  SPL [38] 27.6768 252369 232940 09105  0.8618  0.8064  2.0407 45186 88990 00722  0.1137  0.1616

MADF [19] 269094 245930 227039  0.8938  0.8430  0.7855  1.2426 25276  5.1664 00897  0.1214  0.1599

Lama [18] 260241 239370 222043 08770  0.8266 07701  1.0391  1.6844 26772  0.1165  0.1426  0.1747

Ours 264769  24.2554 223163  0.8923  0.8368 07758  1.1783 23969  4.6187  0.0650  0.0995  0.1404

RFR [20] 29.8901  27.2036  25.0676 09280  0.8886  0.8440  1.7047  2.8320 44911  0.0431  0.0645  0.0899

CTSDG [36] ~ 30.0308 27.1553 24.9321 09330  0.8929  0.8473 23009 43930  7.4196 00515 00780  0.1090

CelebA  SPL [38] 32.6547  29.6495 27.2305 09539 09249  0.8897 12756 22643  3.5706 00421  0.0641  0.0904

MADF [19]  31.8397 287059 262538  0.9475 09135  0.8729 07546 14399  2.6177  0.0385 00563  0.0787

Ours 313763 287415 265915 09420 09105  0.8740  0.8072 14175 24025  0.0335  0.0498  0.0697

RFR [20] 28.8133  26.6124 248159  0.8999 08519 07963  30.1260 41.7321 537483  0.0617  0.0912  0.1280

CTSDG [36] 294851 27.0640 250938 09095  0.8599  0.8013  38.7129 562173 76.6186  0.0808  0.1052  0.1498

psy  WaveFill [37] 301529 27.1075 260107 09178 08740 08222 282945 380996 504732  0.0482  0.0737  0.1078

SPL [38] 309665 284221 263540 09294  0.8897  0.8407 358653 47.9462 69.6496  0.0639  0.0977  0.1415

MADF [19]  30.6575 28.0885 26.0039  0.9247  0.8820  0.8303  24.9763 37.4429 517381  0.0565  0.0836  0.1198

Ours 299215 27.6332 257936 09145  0.8722  0.8208  24.9832 36.6138 47.9300  0.0544  0.0794  0.1135

realistic hair, nose, eyes and mouth, but with small artifacts.
Compared to these methods, ours presented a superior result
in terms of a more realistic texture and semantically consistent
with the total face reconstruction.

Figure 3 also presents a visual comparison between
our approach and recent methods for image inpainting on
Places2 and ParisStreet View datasets, respectively. For Paris
StreetView, RFR generated good results, but it can still be
seen that it is not effective to restore edge information without
causing artifacts. For both datasets, MADF and WaveFill
presented good content and edge information restoration,
however, similar to RFR, they produced some artifacts, for
example, the arch of the kitchen entrance, or the contour
of the windows. SPL generates over-smooth content, but it
generates good semantic results. For Places2, LaMa presented
the best results, as it can be observed through the high-quality
reconstruction of structures and blurred textures, for example,
we can see the reconstruction in the arch of the entrance to
the kitchen, or texture on the windows or tables. Compared
to these four methods, our approach presented realistic results
with consistent semantic reconstruction and realistic texture.

b) Quantitative Comparison: Table I compares the re-
sults of our approach with recent methods for image inpaint-
ing. All experiments were performed on the Places2 validation
set, CelebA, and ParisStreet View test set, using the irregular
mask test set from [39]. Our method presented the best and
second best results for FID and LPIPS metrics at different
mask ratios. This shows that, our method filled in missing
pixels with semantically consistent and realistic texture con-
tent, given that FID and LPIPS are metrics that better assess
the quality of missing pixel reconstruction compared to PSNR
and SSIM.

It is possible to observe that our results were superior for the
LPIPS and FID metrics compared to PSNR and SSIM. Latter
metrics prioritize pixel location, sometimes neglecting realism.

On the other hand, LPIPS and FID assess not only the quality
of the structural reconstruction but also the texture details,
being more aligned with human judgments [35]. The obtained
results may suggest that our method generated realistic results
but possibly produced some artifacts or distortions.

For efficiency evaluation, Table II shows the model size of
the different versions of our approach compared to the state-
of-the-art methods. Our method generated a model size of 71
Mb, and reached a good trade-off between effectiveness and
efficiency, presenting the lightest model and the best results
compared to recent methods on metrics such as FID and LPIPS
for Places2, CelebA, and Paris StreetView datasets.

TABLE II: Comparison of the proposed method against state-
of-the-art approaches in terms of model size.

Method Model Size (MB)
RW [15] 1219

RFR [20] 373.8
CTSDG [36] 230.3
MADF [19] 332

SPL [38] 195
WaveFill [37] 189

LaMa [138] 392

Ours 71

IV. CONCLUSIONS

In this paper, we proposed an architecture for image inpaint-
ing based on visual transformers. In a multi-scale scheme, the
model partitions the feature maps into different patch sizes
and variable number of heads for each transformer block.

Our method takes advantage of the multi-scale patch parti-
tioning strategy into different transformer blocks. In the first
group of transformer blocks, the closest local continuity and
global context information from the interaction among patches



are used to fill in missing pixels. Short- and long-range depen-
dencies are captured and they help us reconstruct the missing
pixels with more realistic texture and semantically coherent
content. In the following transformer blocks, the patch size is
multiplied by 2 to decrease the quadratic computational cost
of the multi-head self-attention. Our architecture outperformed
several recent image inpainting methods on different datasets.
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