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Abstract—In this paper, we propose a method for automatic
identification and classification of leaf diseases and pests in
the Brazilian Arabica Coffee leaves. We developed a Machine
Learning model, trained with the BRACOL public image dataset,
to evaluate if a given image of a leaf has a disease or pest —
Miner, Phoma, Cercospora and Rust — or if it is healthy. We
then compared our model with other famous and well-known
classification models, and we were able to achieve an accuracy of
98,04%, which greatly exceeds the accuracy of the other methods
implemented. In addition, we developed an assessment to perform
a classification related to the percentage of each leaf that is
affected by the disease, achieving an accuracy of approximately
90%.

I. INTRODUCTION

Machine Learning is the branch of Artificial Intelligence
that focuses on the development of applications that learn
based on data and enhance their precision with time without
the need of being reprogrammed [1]. Machine learning algo-
rithms are “trained” to find patterns and resources in large
amounts of data to make decisions and predictions based on
new data. The better the algorithm, the more accurate decisions
and predictions will be as it processes more data. This property
of Machine Learning has the potential of being extremely
helpful in situations where it would take a lot more time for
a human to do the same because of the large amounts of data
a computer can process.

A common problem in Brazilian crops, as well as in crops
all around the world, is diseases and pests [2] [3]. All kinds
of crops can suffer from such issues, and as the world needs
these agricultural products, preventing them is a highly sought
subject. Usually, it can be hard to diagnose these diseases
and pests in advance because of the similarities between
diseases or the size of the insects. Identifying these diseases is
fundamental to avoid crop losses [4] [5] [6] [7], treating them
as fast as possible. With that in mind, we want to develop a
Machine Learning algorithm, more precisely a Deep Neural
Network, that could identify whether a plant is healthy or
not and its disease severity. That can assist rural producers in
identifying and allowing these producers to treat their plants
quickly and effectively.

The use of Deep Neural Networks has been proven to be
greatly beneficial in increasing the accuracy of classification

problems [8]. This paper proposes utilizing a Deep Convo-
lutional Neural Network to create a viable and reasonably
precise way of identifying and classifying coffee leaf diseases
and their severity. The rest of this paper is structured as
follows: The literature review and discussion of related works
is done in Section II. Section III describes the adopted method
for the development of this work. Results are presented in
Section IV and finally, Section V concludes.

II. RELATED WORKS

In the literature, when it comes to the use of Neural
Networks, it has had many applications such as identifying
weeds, classifying land cover, fruit counting, plant leaf stress
detection, etc [9] [10] [11] [12] [13]. Specifically, with plant
leaf stress, several papers propose methods of determining
these stresses.

Among the most common methods of the state-of-art, we
can cite the use of texture attributes analysis and texture
analysis combined with Deep Learning Techniques [8]. This
method is used to recognize diseases such as Cercospora
and Rust in coffee leaves. We can cite either the use of
Convolutional Neural Networks (CNNs) to identify diseases
with limited input data [14] or Bayesian Generalized Linear
Regression (GBLASSO) [15]. All these methods can be used
not only for coffee leaves but also for pretty much any major
crop with visible disease symptoms, like strawberries [13],
paddy leaves [11] or soybean [9].

The use of Neural Networks is becoming common over the
years because more and more papers are proving it can be used
to enhance the results achieved from other methods signifi-
cantly. As Xiao et al. [13] has shown, by using a Convolutional
Neural Network, they have reached an accuracy of 100% on
the identification of leaf blight cases in strawberries. Esgario
et al. [16] proposed a ResNet50 — a CNN that is 50 layers
deep — architecture paired with data augmentation techniques
to increase the robustness of the system obtained 95,24%
accuracy for biotic stress classification. Another approach to
the problem of diseases and pests was proposed by de Oliveira
Aparecido et al. [12], using the correlation between infection
rates and weather variables, combined with machine learning
algorithms.



But, as these methods can bring significantly better results,
they also carry some potential disadvantages, shown by Liu
and Wang [10]. When using a Neural Network only as a fea-
ture extractor, you rely on other classifiers for the classification
results. Using a Neural Network directly as the classifier, some
portion of the inputs must be accounted for; otherwise, some
important characteristics may be pooled out. Generally, only
one class of stress is considered per input.

III. MATERIAL AND METHODS

This section presents the materials used in developing this
work and explains the implemented methods in detail.

A. The BRACOL Dataset

In this work, the experiments were conducted using the
BRACOL Dataset [17], which is in the public domain, con-
sisting of 1747 images of size 2048 x 1024 pixels. Still, due
to the corruption of the compressed archive, only 1216 images
could be used.

The images in BRACOL are labeled with healthy or dis-
eased and the severity of each disease present, being these
diseases Rust, Miner, Cercospora and Phoma, and the severity
is divided in 5 different levels, being 0 a healthy leaf and four
a very compromised leaf. All images were captured in similar
conditions of lighting and a single leaf per image. The leaves
were collected at different times of the year. Fig 1 shows two
examples of the dataset images.

((a)) Diseased Leaf (Rust/Miner) ((b)) Healthy Leaf

Fig. 1. Samples of the BRACOL Image Dataset

B. Leaf Disease Identification

A CNN (Convolutional Neural Network) is a Deep Neural
Network specialized in processing data that has a grid-like
representation, such as an image. A digital image represents
visual data containing a series of pixels arranged in a grid-
like fashion that has pixel values denoting how bright and
what color each pixel should be. It usually consists of four
main operations [18]: feature extraction, [19] from an input;
activation function [20] such as ReLU (Rectified Linear Unit),
Sigmoid and Softmax; pooling [21], which reduces the dimen-
sions of a layer; and fully connected layers (or dense layers)
[22], which are layers that have every node connected to all
nodes on the adjacent layers. These are usually the last layers
of a CNN.

In our model, we had one single input, an array of images
to be processed. Our proposed method also had ten hidden
layers consisting of three 2D convolution layers interspersed
with three 2D max-pooling layers, then a dropout layer, a
flattening layer, and two dense layers, producing as an output

a single array with two items containing the probability of the
image being a diseased or a healthy leaf. Fig 2 shows the basic
structure of our CNN.

Fig. 2. Model’s Basic Structure

C. Severity Classification

The classification was carried out based on the severity of
the disease from the percentage of the affected leaf. For this,
the BRACOL dataset was divided into three subsets according
to the degree of severity of the injury suffered:

• S0: Class of images considered healthy, with a percentage
of affected leaf area in the range of 0-1%;

• S1: Class of images with medium health, with a percent-
age of affected leaf area in the range of 1-10%;

• S2: Image class heavily affected by biotic stress, with a
percentage of affected leaf area greater than 10%.

In Fig. 3, it is possible to visualize an example figure of
each class and make the understanding of each class more
intuitive.

((a)) S0 ((b)) S1

((c)) S2

Fig. 3. Samples of the BRACOL Image Dataset with your respective class

After the division, we noticed that these sets were unbal-
anced since S1 has a dimension considerably higher than the



other classes. A data augmentation technique was applied to
solve this problem. From each image of a given set, n other
images are generated that can undergo modifications such as a
rotation of up to 30°, horizontal or vertical displacement of up
to 10%, zoom of up to 10%, vertical or horizontal mirroring, in
addition to changes in the range of up to 25% in brightness and
saturation. This extended dataset will be used for evaluation
(training and validation).

The value of n is selected so that the ratio of the number of
images between the sets S0, S2 and S1 approaches 1. Thus,
for a generic set i, n is given by

n = b#Si/#S1c (1)

where # is a set cardinality operator, bc is the floor function
operator and i = {0, 2}.

From these labels that defined the classes, the image base
was randomly divided into two sets, one for training, contain-
ing 80% of the images, and one for testing, containing the
other 20% of the base of images.

To carry out the classification step, we chose to use a
pre-trained network model, called ResNet-50 [23], which is
a 50-layer-deep convolutional neural network. The version
used was pre-trained on more than one million images from
the ImageNet database. At this stage, the images are resized,
which now have a 224x224 dimension.

To carry out the experiment, a number of epochs equal to
20 and a sample size (Batch Size) equal to 32 were adopted.
In addition, three dense layers were added, with 1024 neurons
each and a layer with 512 neurons, all with ReLU activation
functions.

IV. RESULTS AND DISCUSSION

In this section, we evaluate the performance of the proposed
method in comparison with the texture identification methods
Local Binary Patterns (LBP), Gray Level Co-occurrence Ma-
trix (GLCM) and the neural network VGG16, being the latter
retrained with our dataset.

A. Leaf Disease Identification: Dicussion

We reduce the neural networks training time resizing the
original images to 512 x 512 pixels. The experiments were
made using a machine with an Intel® Core™ I5-10600K
@ 4.10GHz with 6 cores and 12 threads, two 8GB DIMM
DDR4 2400MHz memory sticks, totalizing 16GB of RAM
and Windows 10 Pro Operating System and also a NVidia
GeForce GTX 1660 Super graphics card, with 6GB of GDDR6
memory.

The algorithms were implemented using Python 3.8.7 pro-
gramming language, using the libraries TensorFlow 2.4.1 [24],
Keras 2.4.3 [25] included in the TensorFlow library for the
creation and training of the neural network, scikit-learn 0.24.1
[26] for the accuracy analysis and matplotlib 3.3.4 [27] for the
graph modeling.

The parameters used to create the neural network were the
image patch size, the batch size and the number of epochs.
All of the experiments used the same optimizer, learning

rate and loss function, which were Adam, 0.001 and Sparse
Categorical Cross-Entropy, respectively. The training of the
neural networks were based on minimizing the loss instead of
maximizing the accuracy.

When the model was assembled, it was then trained by
processing images from the BRACOL Dataset [17], using
approximately 80% of the total number of images for training
and accuracy measuring, being this 80% further divided in
another 80% for training and 20% for validation. After this
process, with every epoch and batch size trained, the best
model had a training and validation accuracy and loss as seen
on Fig 4. The remaining 20% of images that the model has
never seen were then processed by the resulting model and
used to calculate its accuracy, which will be discussed in the
next section.

Table I shows the comparison between the accuracy ob-
tained with every implemented method. The evaluation metrics
used were Accuracy, Precision, Recall and F1 scores. The
accuracy of the developed neural network is from the model
with the best results. As we can see, the proposed method had
all the evaluation metrics significantly higher than the other
methods implemented, with our neural network reaching 98,04
% accuracy mean and a standard deviation of only 0,0063.

B. Severity Classification: Discussion

In Fig. 5, graphs relating accuracy (Fig. 5(a)) and loss (Fig.
5(b)) in the training and validation stages are presented.

Thus, we built a method capable of distinguishing between
the three classes determined with a precision of 90%, being
able to determine how affected was the leaf whose image was
evaluated.

V. CONCLUSION

In this paper, we proposed a method of identifying and
classifying diseases of pests in Brazilian Arabica coffee leaves
using neural networks. The results point out the feasibility of
the proposed method, having acquired an accuracy of 97,17%,
which outmatches the compared methods.

We also developed a method using transfer learning to
estimate the degree of involvement of the leaf from three levels
related to the percentage that was affected by the disease.
In this approach, we obtained a precision of 90%, a result
considered satisfactory.

As future works, we intend to identify the optimal pa-
rameters for the neural network, use patches of the original
images to further enhance the dataset size as well as making
it distinguish which disease or pest is present on the leaf
and making it available as a website and/or as a smartphone
application.
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TABLE I
ACCURACY RESULTS OF IMPLEMENTED METHODS

Methods Accuracy Precision Recall F1 Accuracy Mean Standard Deviation
Co-occurrence Matrix (GLCM) 56,50 % 56,50 % 56,50 % 56,50 % 56,50 % 0

Local Binary Patterns (LBP) 84,75 % 84,75 % 84,75 % 84,75 % 84,75 % 0

Neural Network (VGG16) 83,05 % 83,05 % 83,05 % 83,05 % 83,05 % 0

Proposed Method 97,18 % 98,66 % 98,00 % 98,33 % 98,04 % 0,0063

Fig. 4. Training and Validation Accuracy and Loss of best results

((a)) Accuracy ((b)) Loss

Fig. 5. Accuracy and Loss in the training and validation stages
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