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Abstract—This paper focuses on one of the most fascinating
and successful, but challenging generative models in the liter-
ature: the Generative Adversarial Networks (GAN). Recently,
GAN has attracted much attention by the scientific commu-
nity and the entertainment industry due to its effectiveness in
generating complex and high-dimension data, which makes it
a superior model for producing new samples, compared with
other types of generative models. The traditional GAN (referred
to as the Vanilla GAN) is composed of two neural networks,
a generator and a discriminator, which are modeled using a
minimax optimization. The generator creates samples to fool the
discriminator that in turn tries to distinguish between the original
and created samples. This optimization aims to train a model
that can generate samples from the training set distribution. In
addition to defining and explaining the Vanilla GAN and its main
variations (e.g., DCGAN, WGAN, and SAGAN), this paper will
present several applications that make GAN an extremely exciting
method for the entertainment industry (e.g., style-transfer and
image-to-image translation). Finally, the following measures to
assess the quality of generated images are presented: Inception
Search (IS), and Frechet Inception Distance (FID).

I. INTRODUCTION

A generative model is represented by a probability distri-
bution pdata(x), where x ∈ Rd. Many generative models are
learned by maximizing the likelihood of fitting the training
data to a particular model parameterized by θ [1]. In particular,
with independent and identically distributed (i.i.d.) training
samples {xi}ni=1, the likelihood is defined as the product
of the probabilities that the model returns for each training
data: pθ({xi}ni=1) =

∏n
i=1 pθ(xi), where pθ(x) is the model

probability attributed to x.
Figure 1 shows two categories of deep generative models

that work by maximizing the likelihood: (a) explicit density
models, which estimate pθ(x) explicitly; and (b) implicit
density models, which generate samples from pθ(x), but
cannot estimate this likelihood explicitly. GANs are classified
as implicit density models and is the main topic of study of
this paper.

Unlike traditional generative models, GANs are able to
better represent complex data and learn high dimensional data
distributions. Proposed by Goodfellow et al. [2], GANs are
defined as a generative model optimised based on an adver-
sarial training setup. In this approach, GANs are composed by
two networks: a generator (G) and a discriminator (D). These
networks are trained using a minimax optimization strategy,

Fig. 1. Generative models models trained using maximum likelihood estima-
tion. Image extracted from [1].

where an objective function is shared by both networks. On
the one hand, the generator aims to fool the discriminator into
believing that generated samples and real samples are from the
same distribution. On the other hand, the discriminator aims
to distinguish between generated (fake) and real samples [3].

Figure 2 shows a Vanilla GAN diagram, where generator
network (G) has as input data a latent variable z ∈ Rk sampled
from a known distribution (Gaussian) and generates a fake data
(G(z)). Discriminator network (D) aims to differentiate real
and fake data.

GANs have become one of the most studied topics in
machine learning and computer vision, a fact that can be
evidenced by the increasing number of published papers about
GANs and the fact that many researchers have adopted GAN-
based approaches for several applications [5]. For instance,
Figure 3 shows the cumulative number of published papers
about GAN 1. As it is possible to observe, in a four-year
period the amount of papers increases from 2 in June/2014
to 502 papers in September/2018.

According to Goodfellow et al. [2], the Vanilla GAN
approach had the following limitations which needed to be
handled: (1) non-convergence; (2) mode collapse; (3) gradient
uninformativeness; (4) overfitting; and (5) high sensitiveness.

1https://github.com/hindupuravinash/the-gan-zoo/blob/master/gans.tsv



Fig. 2. The Vanilla GAN approach proposed in [4].

Fig. 3. Cumulative number of GAN papers.

Consequently, many papers in the literature have been pro-
posed to deal with such limitations.

For instance, one way to stabilize training was to make
changes to the objective function in order to avoid the vanish-
ing gradient by clipping the gradient values and/or imposing
penalties during training (e.g., Hinge [6], WGAN [7], and
WGAN-GP [8]). Another way to stabilize training and post-
pone the discriminator’s ”victory” was proposed by Unrolled
GAN [9]) by updating the generator parameters more often
than updating the discriminator parameters.

In the line of architecture improvements, DCGAN [10]
suggests the use of Convolutional Neural Networks (CNNs)
with Batch Normalization, and ReLU activation. Progressive
GAN [11] adopted a hierarchical structure of image genera-
tion. Other hybrid approaches have been proposed, combining
autoencoder with GAN approaches (e.g., BEGAN [12] and
MAGAN [13]). In addition, multiple generators might turn
the minimax strategy a fairer game (MGAN [14], MAD-
GAN [13], and MEGAN [15]). A set of papers engaged
in modifying the layers of neural networks such as SN-
GAN [16] and SAGAN [17], which proposed to use spectral
normalization and attention concepts, respectively.

Another concern of current GAN research is the mode
collapse problem, which is related to image diversity. Papers
addressing this issue proposed keeping the distance in both la-
tent and visual spaces, turning the approaches more ”creative”

(e.g., MSGAN [18] and DSGAN [19]). Regarding the quality
of the images generated, some papers have sought to increase
the spatial resolution of images up to 1024×1024 pixels (e.g.,
BigGAN [20], styleGAN [21] and MSG-GAN [22]).

With the emergence of conditional GANs (cGAN [23]), the
most varied and creative applications have been proposed such
as Image-to-Image (e.g., CycleGAN [24], pix2pix [25] , Star-
GAN [26], DIRT [27], starGANv2 [28], CartoonGAN [29])
and Text-to-Image (e.g., AttnGAN [30], StackGAN [31], Con-
trolGAN [32], and StackGAN++ [33]).

Finally, several areas of knowledge have adopted GAN
approaches to create training samples and improve their results
in the target task (e.g., agriculture [34], biology [35], biomet-
ric [36], medicine [37], remote sensing [38], security [39]).

II. THE GROUNDBREAKING APPROACHES IN GENERATIVE
ADVERSARIAL NETWORKS

In this section, we concentrate our explanations on the
breakthroughs achieved by researchers in developing new
GAN approaches.

A. Wasserstein GAN (WGAN)
Originally, GANs were designed to find a low value of a

cost function using gradient descent techniques and they may
fail to converge when used to seek for a Nash equilibrium.
Hence, in [40], five techniques (feature matching, minibatch
discrimination, historical averaging, one-sided label smooth-
ing, and virtual batch normalization) have been proposed to
improve the stability of training and the perceptual quality of
generated samples.

In [7], Wasserstein GAN (WGAN) studied the behavior of
the phenomenon called vanishing gradient in the generator
when facing an optimal discriminator. Arjovsky et al. [7]
showed that even when two distributions are located in lower
dimensional manifolds without overlaps, the Wasserstein dis-
tance (Earth-Mover’s distance) is a sensible cost function,
unlike other measures, such as Kullback-Leibler divergence
(KL), Total Variation distance (TV), and Jensen-Shannon
divergence (JS). More specifically, the Wasserstein distance is
a GAN loss function that provides a smooth measure, which
is helpful for a stable learning process using gradient descent.

Furthermore, Arjovsky et al. [7] proposed a transformation
of the formula based on the Kantorovich-Rubinstein duality,
which involves a way to enforce a Lipschitz constraint through



weight clipping strategy. Thus, they measured the least upper
bound (maximum value) of the Wasserstein distance and
improved GAN performance.

B. Wasserstein GAN with Gradient Penalty (WGAN-GP)
The weight clipping strategy proposed for the WGAN

approach works as a weight regularizer, limiting the ability
of the generator to learn complex distribuitions. In this sense,
WGAN-GP approach reduces the capacity of WGAN, making
WGAN-GP training more stable. Table I shows the main
objective functions proposed in the literature. It is important
to note that WGAN and WGAN-GP distinguish each other by
adding the gradient penalty at the end of the equation.

C. Spectral Normalization GAN (SN-GAN)
As mentioned before, Vanilla GAN is vulnerable to mode

collapse and extremely unstable during training. SN-GAN tries
to address these two problems simultaneously. A challenge that
remains in GAN training is on how to control the learning of
the discriminator. Therefore, in [16], a weight normalization
technique called spectral normalization has been proposed
to stabilize the training of the discriminator network. This
normalization technique is concerned only with adjusting the
Lipschitz constant, so there is no need to adjust the intensity of
this hyper-parameter. More specifically, spectral normalization
normalizes the weight for each layer with the spectral norm
such that the Lipschitz constant for each layer as well as the
whole network equals one.

D. Unrolled GAN
One of the major problems related to the mode collapse

in Vanilla GANs is the quick learning of the discriminator in
relation to the generator, resulting in a faster convergence for
the discriminator in the minimax competition. The Unrolled
GAN approach relies on a strategy based on a greater amount
of updates of the weights/parameters for the generator network
than for the discriminator. The motivation for this strategy is
to let the generator predict the actions of the discriminator and
postpone the mode collapse.

Figure 4 shows the behavior of Vanilla GAN compared
to Unrolled GAN throughout many training epochs. As can
be observed the Unrolled GAN (on top) can represent better
the ground truth (target distribution) than the Vanilla GAN
approach.

E. Self-Attention GAN (SAGAN)
As the first GAN approach to suggest the use of a convolu-

tional neural network architecture, the DCGAN [10] adopted
batch normalization and different types of activation functions
to stabilize training process. Similarly, Self-Attention GAN
(SAGAN) [17] proposed modifications to the Vanilla GAN
architecture in order to improve the quality of images gener-
ated by the generator network. This new approach achieved
surprising results in the literature with simple and efficient
architecture called Transformer [41], which was an alternative
to the complex deep and recurrent architectures (RNN and
LSTM) through attention mechanism.

Figure 5 shows the proposed self-attention module for the
SAGAN. For each architecture layer, the feature maps x ∈
RC×N are transformed into three feature spaces f(x) = Wfx,
g(x) = Wgx, and h(x) = Whx. Next, sij = f(xi)

T g(xj)

and βji =
exp(sij)∑
exp(sij)

are computed, where βji indicates the

extent to which the model attends to the ith location when
synthesizing the jth region. Also, C is the number of channels
and N is the number of feature locations of features from the
previous hidden layer. Finally, the output of the attention layer
oj = βjih(xi) and final output yi = γoi+xi are created, where
γ is a learnable scalar and it is initialized as 0.

F. Conditional GANs (cGAN)

In [23], a conditional version of generative adversarial nets
(cGANs) has been introduced through a simple way to feed the
generator (G) and discriminator (D) networks with a condi-
tional factor y. Figure 6 illustrates a general conditional GAN
approach. This conditional factor y can represent different
types of annotations (e.g., label, image, and text), and cGANs
are applied in many different problems, such as:

• Image synthesis by Label: using coded label or one-
hot vector as input data to create images [10], [18], [42],
[43];

• Image-to-image: using paired images or unpaired images
to create new images [24]–[28], [44];

• Text-to-image: using encoded text, embeddings or se-
mantic attribute vector as input data to achieve new
images [30]–[33].

Table I also shows the objective function of the cGAN.

G. Causality in GAN (CausalGAN)

CausalGAN [43] is an innovative approach that uses causal-
ity to control the generator through interventions and create
images never seen in the set of real images. Figure 7 shows a
causal graph, where each attribute/variable is represented by
a node in this graph and the cause-effect relations between
variables is represented by edges.

A causal controller module can use the causal graph to
create new labels (Lg), which together with the noise vector
z, represent the inputs of the generator network G and this
network can generate an image that will be classified by the
Discriminator D as real or fake. The role of the Labeler
network, which has been trained with real images, is to
estimate the labels of real images. The Anti-Labeler is trained
with fake images by estimating their labels. In turn, the
generator aims to minimize the Labeler loss (realistic images)
and maximize the Anti-Labeler loss, stimulating the generator
to create images that are different from those existing in the
training dataset.

Figure 9 shows some examples of images generated through
interventions and conditioning of distributions. Note that the
intervention carried out on the Male→ Bald relation resulted
in the creation of images of bald women (on top), unlike the
conditioned images, which show only bald men (on bottom).



TABLE I
EVOLUTION OF GAN OBJECTIVE FUNCTIONS.

GAN Equation
Vanilla min

G
max
D

V (D,G) = Ex∼Pdata[logD(x)] + Ez∼P (z)[log(1−D(G(z)))]

WGAN min
G

max
D

V (D,G) = Ex∼Pdata[(x)]− Ez∼P (z)[D(G(z))]

Hinge max
D

V (D) = −E(x)∼Pdata[min(0,−1 +D(x))]− Ez∼P (z)[min(0,−1−D(G(z)))]

min
G

V (G) = −Ez∼P (z)[D(G(z))]

WGAN-GP min
G

max
D

V (D,G) = Ex∼Pdata[(x)]− Ez∼P (z)[D(G(z))] + λ Ex̂∼P (x̂)[(‖ ∇x̂D(x̂) ‖2 −1)2]

cGAN min
G

max
D

V (D,G) = Ex∼Pdata(x)[ log D(x|y) ] + Ez∼P (z)[ log(1−D(G(z|y))) ]

Fig. 4. Unrolled GAN (top) versus Vanilla GAN (bottom). Image extracted from [9].

Fig. 5. The proposed self-attention module for the SAGAN. Image extracted from [41].

Fig. 6. A general cGAN approach.

H. Mode Seeking GAN (MSGAN)

The main idea of this conditional GAN approach is to
address the mode collapse issue for cGANs through maxi-
mization of the ratio of the distance between generated images

(visual space) and their corresponding latent codes (noise
space), thus encouraging the generator to explore more minor
modes during training [18]. The addition of a term in the
generator loss function acts as a regularizer (mode seeking),



Fig. 7. Causal graph composed of six attributtes (Age, Eye-glasses, Gender,
Gray Hair, Narrow Eyes, and Smiling) from CelebA dataset [45]. Image
extracted from [43].

providing GAN with an extra dash of creativity/diversity in
the image generation task.

Figure 10 shows examples of image generated by MSGAN
and DIRT approaches. As can be observed, MSGAN obtains
substantial diversity gains in comparison with DIRT.

III. APPLICATION RESULTS

This section presents some well-known GAN-related appli-
cations proposed in the literature.

A. Image-to-Image Translation
Figure 11 shows some examples of unpaired image-to-

image translation using CycleGAN [24]. This approach targets
the translation between input and output images from two dif-
ferent domains (source → target). For instance, horse→zebra
and apple→orange.

B. Text-to-image Synthesis
Figure 12 shows the evolution of the text-to-image syn-

thesis in the literature. The rows show four different GAN
approaches (GAN-INT-CLS [46], GAWWN [47], StackGAN-
v1 [31], and StackGAN-v2 [33]) and in the columns are the
corresponding images with the textual sentences. Notice that
the StackGAN family approaches generate higher resolution
images (256 × 256 pixels) with more photo-realistic details
and diversity than the two other approaches in the literature.

C. Evolution of Face Generation
One of the most common image synthesis tasks is related

to the creation of faces. This evolution of image creation
starts with Vanilla GAN [4] using the TFD dataset [49] with
32 times32 pixels, passing through DCGAN [10] with images
of 64× 64 pixels and CoGAN [50] that generated images of
128× 128 pixels. In 2018, ProGAN [11] was already able to
generate images of 1024 × 1024 pixels through an architec-
ture that incrementally increases the spatial resolution of the
generated image. Next, NVIDIA proposed the styleGAN [21]
and a new image dataset, called FFHQ. Currently, styleGAN,
ProGAN with modified hyper-parameters and MSG:GAN [22]
achieve state-of-the-art results in this problem.

Figure 13 shows nine different spatial resolutions of an im-
age generated by multi-scale gradient approach, MSG:GAN.
It is possible to observe the generative power of this approach,
managing to generate images in dimensions of 1024× 1024.

IV. EVALUATION MEASURES

In literature, several measures have been proposed to as-
sess the GAN performance. Two of the most employed are
the Frechet Inception Distance (FID) and Inception score
(IS) [51].

A. Inception Score (IS)

Inception Score (IS) measures the quality of an image gen-
erated by calculating the Kullback-Leibler divergence (DKL)
between the response (logit) produced by this image and the
marginal distribution defined by p(y) =

∫
x
p(y|x) pg(x), i.e.,

the average response for all images generated using the model
p(y|x). In this case, this model is an Inception network pre-
trained on the ImageNet dataset. Then, IS is computed with:

IS(pg) = exp( Ex∼pg [ DKL ( p(y|x) ‖ p(y) ) ] ) (1)

B. Fréchet Inception Distance (FID)
FID compares the activations of the pre-trained Inception

network (penultimate layer) among sets of real (x) and gen-
erated (g) images. This comparison approximates those sets
with Gaussian distributions, calculating their means (µ) and
covariances (Σ) [51].

Given the features from the x and g images, in this case a
2048-dimensional activation of the third layer pooling of the
Inception-v3 network, FID compares the means µx and µg as
well as the covariances Σx and Σg of the features:

FID(x, g) = ‖µx−µg‖22 +Tr(Σx+Σg − 2(ΣxΣg)
1
2 ). (2)

FID metric is sensitive to mode collapse and is more robust
to noise than IS.

Although IS and FID metrics are the most used GAN
assessment measures in literature, many other works have
proposed new metrics that can measure the quality of GAN
representations. A critical point not captured by these two
measures [52] is their inability to assess the relevance of
generated images to the learning process of CNNs. Therefore,
GAN-Train and GAN-Test metrics have been proposed to
overcome that problems.

V. BY THE WAY, WHY ARE THEY ”ANNOYING”?

As this paper was written during a one-year sabbatical leave,
it describes the author’s experience about target subject. Of
course, the term ”annoying” is a bit strong and supposed to
be a joke about GAN approaches. Although GAN approaches
provide enormous power to represent complex and high di-
mensional distributions, working with them is not a trivial task
for beginners. This section aims to show some important points
that should be looked more carefully as well as some tips.

1) Many published works can be a negative factor when
someone wants to learn about GANs. Tutorials like this



Fig. 8. CausalGAN diagram. Image extracted from [43].

Fig. 9. Examples of generated images through interventions. Top: Intervened on Bald = 1. Bottom: Conditioned on Bald = 1. Image extracted from [43].

Fig. 10. Examples of images generated by DIRT and MSGAN approaches. Image adapted from [18].

Fig. 11. Examples of mapping source→ target using CycleGAN. Image adapted from [24].



Fig. 12. Example results by StackGAN family approaches, GAWWN, and
GAN-INT-CLS conditioned on text descriptions from CUB testset [48]. Image
extracted from [33].

help and they are good alternatives for improving the
understanding of GANs;

2) Several new and/or complex mathematical concepts are
commonly used in this area and they need to be learned
by reader;

3) In typical GAN training, the discriminator training con-
verges faster than the generator training, so the discrimi-
nator can classify if the image is real or fake much faster
than the generator can produce deceivable images;

4) Difficulty in stabilizing the learning. A recommendation
is to make small and gradual changes along the GAN
pipeline (e.g., loss function, architecture, layers, image
resolution and application);

5) ”No free lunch theorem” is very present in this area.
There is not a generic GAN to perform any kind
of application or even for the same application with
different datasets. Therefore, for any simple change,
probably some adjustment might be needed for the
hyper-parameters and architecture;

6) In terms of data augmentation (DA), although DA
techniques based on geometric transformation (GT) are
visually less compelling than GAN-based samples, for
learning a classifier, the GT-based samples might be
more effective.

7) Training time does not mean better images. It is recom-
mended to look at the loss function curves (generator
and discriminator) as well as the quality of the generated
images at each training epoch;

8) GANs can create visually pleasing images, but there is
no guarantee that these images can contribute to training
CNNs. The closer to the real distribution (low FID), the
less relevant the generated images can be as training
samples;
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