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Fig. 1: Examples of images created with SelfieArt. (a) Input photograph. (b)-(d) Results obtained applying sytles from paintings
(shown as insets at the bottom left of each image) to different parts of the photograph. (b) Style from the top painting applied
to the hair; style from the bottom painting applied to the eyes, lips, and background. (c) Top style applied to the background
and bottom style applied to the face and neck. (d) Top style applied to the face and bottom style applied to the hair.

Abstract—We introduce SelfieArt, an interactive technique
for performing multi-style transfer for portraits and videos.
Our method provides a simple and intuitive way of producing
exquisite artistic results that combine multiple styles in a har-
monious fashion. It uses face parsing and a multi-style transfer
model to apply different styles to the various semantic segments.
This is achieved using parameterized soft masks, allowing users to
adjust the smoothness of the transitions between stylized regions
in real-time. We demonstrate the effectiveness of our solution
on a large set of images and videos. Given its flexibility, speed,
and quality of results, our solution can be a valuable tool for
creative exploration, allowing anyone to transform photographs
and drawings in world-class artistic results.

I. INTRODUCTION

Image and video stylization are important applications in
computational photography, computer graphics, and image
and video processing. In this context, stylization consists of
transferring the style (i.e., line stokes, textures, colors, etc.) of
one image to other images or videos. In case multiple styles are
simultaneously transferred to one or more images or videos,
the process is called multi-style transfer.

Style transfer can be seen as the process of synthesizing
textures while respecting the semantic content of the target
image or video frames [}, [2]. In computer graphics, several
texture-synthesis algorithms have been developed based on
image resampling [3]-[6], or performing multi-scale analysis
and synthesis [7], [8]. The Image Analogies technique [9]
uses a pair of unfiltered and filtered images as training data
to learn a filter that can be subsequently applied to other
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images. More recently, Gatys et al. have shown that a
convolutional neural network (CNN) can successfully separate
the content from the style of natural images. Moreover, by
recombining the content of a given image A with the style
of a different image B, they demonstrated high-quality style
transfer results, and sparkled a revival in the interest for
style transfer methods. Since then, faster techniques have
been developed [2]. Automated style transfer software can
be used to generate derivative works of a particular artist or
painting, and style transfer based on deep neural networks
is behind popular apps like Prisma [I1]], which convert real-
world photos into different artistic styles.

Motivated by several computer vision applications, CNNs
have also been successfully used to perform semantic segmen-
tation . Recently, researchers have combined style transfer
with semantic segmentation in order to stylize only certain
elements of an image (e.g., cars and buildings) in a traffic

scenario) [13], [14].

Our technique also combines style transfer with semantic
segmentation. But unlike previous approaches, we exploit
the huge popularity of selfies and “video selfies” among
young people. Selfies and photos with some applied filters
are prevalent in social media such as Instagram, Snapchat,
and Twitter. Other social networks, such as Tik Tok, use short
videos. Thus, our technique uses face parsing to obtain
pixel-wise label maps for different semantic components of
one’s face (e.g., hair, mouth, eyes). We use this information to
perform interactive multi-style transfer for selfies and videos in



a simple and intuitive way. Our technique produces artistically
pleasing results by smoothly combining multiple styles.

Figure 1]illustrates some results generated by our technique.
It shows a photograph on the left, and three results obtained
applying the styles from pairs of paintings (shown as insets
at the bottom left of each image) to different portions of the
photograph. Note the variety of achieved effects.

The contributions of this paper include:

e A technique to perform interactive multi-style transfer
of portraits and videos (Section [[I). Our method uses
semantic segmentation of facial elements, which can then
receive different styles.

o A method for blending the multiple styles with adjustable
soft masks (Section [[II-C)). Our solution uses the proba-
bilities provided by the segmentation network as blending
factors, which can be adjusted by the user in real-time.

II. RELATED WORK

Recently, researchers have combined style transfer and
semantic segmentation to stylize only certain regions of an
image. However, to the best of our knowledge, no previous
work has combined style transfer and face parsing to stylize
different facial semantic segments.

A few works have applied style transfer methods to face
portraits. Seleim et al. [16] extended the method of Gatys et
al. [10] introducing spatial constraints in order to maintain
the integrity of facial structures in the stylized images. Zhao
et al. [[17]], [18] use segmentation methods to generated masks
for both the content and style images. These masks are used in
the loss function enforcing that pixels in the same segment are
stylized similarly. Although these methods improve the quality
of the style transfer, like in Gatys et al. [[10] and Seleim et
al. [16], a single style is applied to the entire image.

Castillo et al. [[13]] use a semantic segmentation algorithm to
allow the user to select the region onto which the transfer will
occur. A Markov random field (MRF) based model is used
to merge the extracted stylized object with the non-stylized
background. To blend the images using an MRF, a narrow band
of ambiguous pixels around the target object must be specified
by hand. The method produces a binary labeling, which results
in sharp transitions at the boundaries of the stylized regions.

Kurzman et al. [14] combine a fast style-transfer
method [[19] with binary segmentation to stylize user-defined
regions in frames of a video in real-time. The use of binary
masks to merge the stylized and original elements introduces
sharp transitions at the boundaries of the stylized objects.

In contrast to these methods, ours uses semantic segmenta-
tion of facial elements to support interactive multi-style trans-
fer with smooth transitions between styles. Our method works
for both images and videos, and provides interactive control
over the smoothness of the transitions between boundaries.

III. PROPOSED METHOD

Our multi-style transfer method works as follows: given
an input portrait/video frame c, a face parsing method (Sec-
tion |III-A)) generates a set of (logits) matrices, one for each

predefined segment (e.g., skin, eyes, lips, neck, hair, back-
ground). These matrices indicate the segment to which each
input pixel belongs. Given a set of user-selected style images,
their styles are transferred to segments returned by the face
parsing method according to user selection (Section[[II-BJ). The
user can control the smoothness of the transitions involving
stylized regions. Figure |2| shows the pipeline of our method.

A. Face Parsing

The goal of face parsing is to assign a pixel-wise label
for each semantic components (e.g., hair, eyes, nose, and
mouth) in an input face image. Recently, many works have
achieved impressive results using deep CNN’s for image
segmentation [[12]]. Following this line, we employ a CNN for
face segmentation. Given an input (color or monochromatic)
image/frame ¢ € R3*H*W (with three channels), the face
parsing model outputs a logits matrix z € RTXW>*K where
H and W are the height and width of the image c, respectively,
and K is the number of semantic segments. These logits
matrices are then transformed into a blending mask used to
composite the multiple stylized segments and c.

In this work, we used the Bilateral Segmentation Network
(BiSeNet) [20], a real-time semantic segmentation method.
BiSeNet works by combining a Spatial Path and a Context
Path. The Spatial Path preserves spatial information and gen-
erates high-resolution features. The Context Path with a fast
downsampling strategy is used to obtain a sufficiently large
receptive field. Our current prototype uses an implementation
of BiSeNet [21] which was pre-trained with CelebAMask-
HQ [22], a large-scale high-resolution face dataset with fine-
grained mask annotations. For this dataset, there are K = 19
possible semantic segments in the images, including back-
ground, skin, hair, eyes, nose, and cloth.

B. Multi-Style Transfer

Neural style transfer (NST) was introduced by Gatys et
al. [10]]. It builds on the key idea that it is possible to separate
the style and content representations of an image using a CNN.
Given an input (content) image c¢ and a style image s, NST
generates an image g by minimizing the loss function:

ﬁtotal = aﬁcontent + 6‘681‘,3;[67 (1)

where a and [ are weighting factors for content and style
reconstruction, respectively.

The content loss is defined as the mean squared error
of the activations in the feature maps from a pre-selected
convolutional layer of a feature extraction network. Given
these activations for the content and generated image, the
content loss is then computed as:

»Ccontent - HAI (g) - Al (C)||2, (2)

where A;(z) is a matrix containing the activations for all N;
feature maps of size M in layer [ for the image z.
The style loss, in turn, is computed as:

Lstyie = Y _1Gilg) — Gu(s)II, 3)

leL
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Fig. 2: The SelfieArt pipeline. Given a selfie or a video as input, face parsing performs semantic segmentation. The user then
interactively associates styles to the segmented elements and defines a desired smoothness level (7) for the transitions involving
stylized regions. A soft mask generated based on the selected segments and on 7 guides the multi-style transfer process.

where G)(z) denotes the Gram’s matrix obtained using the
feature maps of layer [, computed as:

1
T N M,

The Gram’s matrix measures the covariance between features
in space, i.e., which feature maps tend to activate together. This
way, it captures color and texture information, not affecting
spatial structure (which is preserved due to the content loss).
The set of layers L from which the feature maps are computed
is obtained from a pre-trained VGG CNN [23].

Zhang et al. [2] introduced Multi-style Generative Network
(MSG-Net), a feed-forward neural network that runs in real-
time. Differently from NST, which directly optimizes over
the pixels of image g by minimizing the loss in Egq. [T}
MSG-Net is trained to generate g with a single forward pass
given any content image. MSG-Net embeds style using a 2D
representation and learns to match the Gram matrices of the
style targets inherently during the training. SelfieArt uses the
original MSG-Net implementation trained with the COCO
dataset and a set of 21 style images.

Although MSG-Net allows for real-time style transfer, it is
restricted to the set of pre-trained styles. If one would like
to use an arbitrary style image, our system also supports the
slower style-transfer method (NST) from [[10].
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C. Parameterized Soft Masks

Given the stylized image ¢, the logits matrices
zi, k € {0, K — 1} (produced by the face parsing model),
and the segment maps U chosen by the user, the goal is to
blend images ¢ and g only in the regions defined by the
segments contained in U. Since all K semantic segments are

disjoint, a blending mask m can be constructed by combining
the masks my, for each segment k € U:

m = E mp.

keU

(&)

Then, the final image o can be obtained by compositing g and
c according to an alpha mask m:

(6)

A naive approach for obtaining the mask m consists of
representing each my as a binary mask, computed as:

o=mx*g+(1—m)x*c.

1, if (argmax;cp 2zi(x,y)) = k;

mk(x7y) = {0’

This approach was used in [14], and although simple and
fast, it tends to generate sharp, unnatural transitions at the
boundaries of stylized regions (Figure [7] (d)).

In order to obtain smooth transitions at the boundaries, one
can apply the softmax function to the logits z;. The resulting
softmax masks my, can be interpreted as probabilities:

(7

otherwise.
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However, the softmax output of a CNN does not reliably
estimate prediction uncertainties or confidences [25]. In addi-
tion, applying the mask my, as defined in Eq. [§] can introduce
distortions in regions far from the segment & in the image. For
instance, consider pixels in the background for which the face
parsing model mistakenly predicted a 20% of chance of them
belonging to the hair segment. Such background pixels will
be composited as 80% of the style applied to the background
and 20% of the style applied to hair.
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Fig. 3: Blending results and masks for different values of 7.

We obtain smooth transition masks while minimizing such
artifacts. This is achieved by scaling the logits z; using a
single scalar parameter 7. Thus, our parameterized soft masks
my, are defined as:

TZ
e k

The parameter 7 controls the amount of contribution (to the
generated image) of the pixels for which the face parsing
model is uncertain about. This parameter smooths the softmax
(i.e., raises the output entropy) when 7 < 1. When 7 = 1, one
recovers the original softmax defined in Eq. 8] As 7 — oo,
this approximates the binary mask in Eq. [7}

Figure [3] illustrates how the parameter 7 affects the gen-
erated mask m. In this example, U contains all segments
except for hair, eyes, eyebrows, and lips. For low values of
7, the values in the mask for the selected semantic segments
are more uniform. This results in all pixels being partially
stylized with similar blending factor — see Equation [f] (note
the hair being stylized for values of 7 < 1). As the value of 7
increases, the mask’s values for the pixels in the user-selected
semantic segments increase. For instance, for 7 = 2 the mask
becomes more similar to the binary mask, but still presents
differences for the pixels near the boundaries of the segments.
This reduces unnatural transitions between regions containing
at least one stylized segment.

my = TeR,. ©)]

Fig. 4: SelfieArt application interface.

IV. RESULTS

We have implemented the described technique using Python,
OpenCV, and PyTorch, and applied it to a large number
of images and videos. For semantic segmentation, it uses
BiSeNet pre-trained with CelebAMask-HQ [22], capable
of segmenting a portrait in up to 19 distinct regions. For multi-
style transfer, our application supports both MSG-Net [2]] pre-
trained on 21 classic artistic styles, and NST for use
with any user-selected style. SelfieArt successfully stylizes
pre-defined regions of a portrait, providing real-time feedback
to users and effectively expanding the possibilities for artistic
expression. Figure [] shows the interface of our current pro-
totype, which we intend to make publicly available. It allows
users to select a portrait to be stylized (center top), and a
style image (one at a time — center bottom) to be applied to
the semantic segments (left). The resulting stylized image is
updated in real time (right). The interface also allows the user
to interactively change the value of the smoothness parameter
(7) used to control the final compositing.

Creating a high-quality multi-style transferred portrait with
SelfieArt takes about 25 seconds, and requires modest compu-
tational resources. The accompanying video shows live record-
ings of interactive sessions of multi-style transfer running on
an Intel Core i5 CPU of a laptop with 8GB of RAM. Figure 3|
illustrates the use of a two-style transfer to create a gallery
of artistic portraits using our technique. The images at the
first row and column correspond to styles that are transferred
to photographs located at the corresponding row and column
intersections. These results provide a clear demonstration of
the potential of our technique. All results in Figure [5| were
created using a smoothing factor 7 = 3.

Processing videos requires semantic segmentation and style
transfer on a per-frame basis. Figure [6] shows frames of two
multi-style videos generated by our technique. On the left,
only the clothes and the background were stylized; on the
right, different styles have been applied to the facial features,
and to the clothes and background. For these examples, our
technique processed the input video (1280 x 720) at 6.8 fps
for the style on the left, and at 3.6 fps for the style on the



Fig. 5: Use of two-style transfer to create artistic portraits using our technique. The styles are defined by the images in the
first row and column. Each portrait combines the styles of their corresponding rows and columns.

right, on a GeForce RTX 2060 mobile GPU with 4 GB of
memory. The accompanying video shows several examples of
multi-style transfer to videos generated by our technique.

Figure [7] compares the impact of the smoothness parameter
7 on the resulting composites and with the use of binary
masks. Binary masks produces unnatural, abrupt transitions at

the boundaries of stylized regions (Figure |Z] (d)). For 7 =1,
the style exceeds the segmented face patch and is also applied
to the hair with low intensity. Using 7 = 3 produces some
intermediate result. The user can continuously adjust the value
of 7 in real-time to create the desired effect.
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Fig. 7: Comparison of the impact of soft vs. binary mask.

Limitations The quality of the results produced by our tech-
nique depends on the quality of the semantic segmentation
generated by the used face parsing method. Such methods
are not intended for segmenting fine details, such as sparse
hair strands (Figure [7). Face parsing methods may also fail
to correctly segment facial elements if a face is partially
occluded. This situation is illustrated in the last stylized
sequence shown in the accompanying video.

V. CONCLUSION

We presented an interactive technique for performing multi-
style transfer for portraits and videos. Our method provides a
simple and intuitive way of producing exquisite artistic results
that smoothly combine multiple styles. We demonstrate the
effectiveness of our solution on a large set of selfies and
videos. Given its flexibility, speed, and quality of results,
our solution can be a valuable tool for creative exploration,
allowing anyone to transform photographs and drawings in
world-class artistic results.
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