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Abstract—In dentistry, radiological examinations help special-
ists by showing structure of the tooth bones with the goal of
screening embedded teeth, bone abnormalities, cysts, tumors,
infections, fractures, problems in the temporomandibular regions,
just to cite a few. Sometimes, relying solely in the specialist’s opin-
ion can bring differences in the diagnoses, which can ultimately
hinder the treatment. Although tools for complete automatic
diagnosis are no yet expected, image pattern recognition has
evolved towards decision support, mainly starting with the
detection of teeth and their components in X-ray images. Tooth
detection has been object of research during at least the last two
decades, mainly relying in threshold and region-based methods.
Following a different direction, this paper proposes to explore a
deep learning method for instance segmentation of the teeth. To
the best of our knowledge, it is the first system that detects and
segment each tooth in panoramic X-ray images. It is noteworthy
that this image type is the most challenging one to isolate teeth,
since it shows other parts of patient’s body (e.g., chin, spine and
jaws). We propose a segmentation system based on mask region-
based convolutional neural network to accomplish an instance
segmentation. Performance was thoroughly assessed from a 1500
challenging image data set, with high variation and containing
10 categories of different types of buccal image. By training the
proposed system with only 193 images of mouth containing 32
teeth in average, using transfer learning strategies, we achieved
98% of accuracy, 88% of F1-score, 94% of precision, 84% of
recall and 99% of specificity over 1224 unseen images, results
very superior than other 10 unsupervised methods.

I. INTRODUCTION

From images obtained by X-rays, dentists can analyze
the entire dental structure, planning (if necessary) patient’s
treatment. Indeed X-ray images are a tool that is used in dental
medicine to check the state of the teeth, gums, jaws and bone
structure of a mouth, allowing diagnosis of buccal problems.
In dentistry, X-rays are divided into two categories: Intraoral,
a radiographic technique performed with the film positioned
in the buccal cavity (the X-ray image is obtained inside the
mouth), and extraoral, in which the patient is positioned
between the radiographic film and the X-ray source (the X-
ray image is obtained outside the patient’s mouth). In these
two categories, there are three types of dental X-rays that are
used most often in dental examinations: Extraoral panoramic
radiography - also called panoramic X-ray or orthopanto-
mography; intraoral bitewing radiography - or bitewing X-
ray; and periapical intraoral radiography or only periapical X-

Fig. 1. Types of X-ray images: (a) Bitewing X-ray; (b) Periapical X-ray; (c)
Panoramic X-ray.

rays. Figure 1 illustrates examples of these X-ray image types.
Particularly, panoramic X-ray is a useful exam to complement
the clinical examination in the diagnosis of dental diseases
(caries or endodontic diseases). This type of examination al-
lows the visualization of dental and buccal irregularities, such
as: Teeth included, bone abnormalities, cysts, tumors, cancers,
infections, post-accident fractures, temporomandibular joint
disorders that cause pain in the ear, face, neck and head region.
Commonly, dentists request panoramic view of the mouth as
a preoperative examination of the teeth, and bone surgeries of
the temporomandibular region [1], [2].

A. Training Mask R-CNN

Panoramic radiographs are not restricted to only an isolated
part of the teeth, as occurs in intraoral radiographic images,
also showing joints between the jaws and the skull, chin,
spine and other details originated from the bones of the nasal
and face areas. Other informations on panoramic radiographs
make their images difficult to be analyzed, such as variations



TABLE I
CATEGORIZATION OF THE DATA SET IMAGES AND AVERAGE NUMBER OF TEETH PER CATEGORY.

Number Category Images
Average

number of
teeth

1 Images with all the teeth, containing teeth with restoration
and with dental appliance

73 32

2 Images with all the teeth, containing teeth with restoration
and without dental appliance

220 32

3 Images with all the teeth, containing teeth without restora-
tion and with dental appliance

45 32

4 Images with all the teeth, containing teeth without restora-
tion and without dental appliance

140 32

5 Images containing dental implant 120 18
6 Images containing more than 32 teeth 170 37
7 Images missing teeth, containing teeth with restoration and

dental appliance
115 27

8 Images missing teeth, containing teeth with restoration and
without dental appliance

457 29

9 Images missing teeth, containing teeth without restoration
and with dental appliance

45 28

10 Images missing teeth, containing teeth without restoration
and without dental appliance

115 28

Fig. 2. Examples of some problems detected in panoramic X-ray images: (a)
Dental implant, restored teeth, apex of some teeth; (b) supernumerary teeth;
(c) devices for mandibular trauma; (d) missing and broken teeth.

of patient-to-patient teeth, artifacts used for restorations and
prostheses, homogeneity in regions close to the objects of
interest, space existing by a missing tooth, and limitation
of acquisition methods. Figure 2 depicts some examples of
these cases. In a nutshell, analysis of panoramic X-ray images
depends on a careful work of the professional, who does not
have automatic tools in his/her aid. This way, an automatic
segmentation method to isolate parts of panoramic X-ray
images could be a beginning of helping dentists in their
diagnoses.

B. Related works

Unsupervised segmentation of teeth in X-ray images: So far,
the vast majority of research in dental imaging relies on un-
supervised pixel-wise segmentation [3]. Among these works,
methods run over bitewing images [2], [4-15], periapical
[16-29], or panoramic [1], [30-37]. According [3], 80% of

the works studied use intra-oral images, such as bitewing or
periapical, to perform their experiments. Some of these use
more than one type of image in their experiments: Bitewing
and periapical [38]; bitewing and panoramic [39]; periapical
and panoramic [40]; bitewing, periapical and panoramic [41].
Most of the papers work with small data sets, usually ranging
from 1 to 100 images [1], [4-5], [8-9], [12], [14-17], [19-
20], [22-24], [26-30], [32-34], [37], [39]. [38] is the only
one that used the largest number of images among the works
reviewed in [3] (630 intraoral images). All works evaluated
the performance of their proposed works, considering few
variations in the data set.

Teeth segmentation in panoramic images: To the best of
our knowledge, our work is the first one to exploit instance
segmentation based on deep learning on panoramic X-ray
images. The rest of the works follow an unsupported way for
segmentation, such as: Cluster-based [30], threshold-based
[1], [32-34], region-based [31], boundary-based [35-37].

Segmentation of other types of medical images: In [42],
the authors trained an end-to-end convolutional network in
order to segment neuronal structures in electronic microscopic
cells. In [43], the authors proposed a spatially constrained
convolutional neural Network (SC-CNN) to perform detection
and classification of nuclei in histological images of routine
colon cancer. A work with a detection system of lung cancer
from a segmentation of images by pulmonary CT using a
so-called U-net convolutional network is proposed in [44].
An organ segmentation method as a crucial step to obtain
efficient computer-aided detection from chest radiography is
proposed in [45]; the authors proposed a structure adversion
corrective network (SCAN) to segment lung fields and heart
image boundary.
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Fig. 3. Training process of the segmentation system. From left to right: X-ray images and annotation masks as inputs, ResNet101 backbone with 5-stage
feature extractor (from S1 to S5), where the output of each ResNet stage, but S1, forms a layer in the feature pyramid network (FPN); anchors are determined
over FPN, and regions of interest (RoI) are computed (defining the region proposal network (RPN)) and, finally, aligned (RoI aligned). Outputs are the class
scores and box coordinates, given by full connected network, and masks, given by a fully convolutional network.

C. Contributions

So far, most of works tackled the problem of tooth seg-
mentation by using bitewing or periapical images, due to
the difficulties to treat panoramic views of the buccal cav-
ity. Bitewing and periapical images bring the view of the
teeth more clearly and with less interferences of other bone
structures. Data sets used in the works presents limitation to
evaluate comprehensive applications of the proposed methods,
bringing few images with small variations, even in the few
works that exploited panoramic images.

To the best of our knowledge, this is the first work to
rely explicitly in deep learning for instance segmentation on
panoramic X-ray images of teeth. Therefore our work here
could be considered seminal, even taking into account the
way that it was evaluated: Based on our data set presented in
[3], we used the 1500 panoramic images, with high variability
and categorized in 10 different classes summarized in Table
I, to train a deep network based on mask region-based convo-
lutional neural network (Mask R-CNN). Results showed the
powerful characteristic of the proposed system: Trained with
just 193 buccal images, considering yet a transfer learning
from MSCOCO data set [46], the system was capable to
achieve 98% of accuracy, 88% of F1-score, 94% of precision,
84% of recall and, finally, 99% of specificity over 1224 images
of mouths. These results were found by separating teeth in
the training images (originally considering the dental structure
as a whole in [3]), and exploiting the noise factor of the
deep network with the separated teeth regards the original
annotation. In words, the strategy of augmenting the number
of the objects of interest (teeth instead of mouths) favored the
system to reach high orders of magnitude in all performance
metrics, and to be very superior than unsupervised methods
evaluated in [3].

II. INSTANCE SEGMENTATION OF TEETH IN X-RAY IMAGES

The task of object detection aims at localizing and classi-
fying individual objects. The goal of semantic segmentation
is to classify each pixel of an object into known categories,
without differentiating object instances. Instance segmentation
combines these two classical computer vision tasks (detection
and semantic segmentation), where each detected object is
classified, localized and segmented. Our proposed system here

use Mask R-CNN [47] for instance segmentation of teeth in
X-ray images.

A. Deep network architecture details

Mask R-CNN architecture is depicted in Fig. 3. As an
extension of the Faster R-CNN [48], Mask R-CNN includes a
branch of convolutional networks to accomplish the instance
segmentation task. After extracting features from ResNet101,
these features compose a feature pyramid network (FPN),
where ultimately anchors are defined and regions of interest
(RoIs) are extracted. These two stages (FPN + anchors) form
the region proposal network (RPN) introduced by [48]. After
that, RoIs are aligned to have the same size. At the end,
each fixed-size feature is: i) Classified as tooth or background
(class scores); ii) localized by regressing the bounding box
coordinates; and iii) per-pixel segmented by the fully convo-
lutional network (FCN) [49] in each detected tooth bounding
box (masks).

On our data set, only 193 buccal images were annotated.
This amount of annotations was not sufficient to train Mask
R-CNN from scratch due to the number of free parameters in
the deep learning network. To cope with the lack of annotated
data, pre-trained weights were taken from MSCOCO data set
[46], which has 80 annotated objects for instance segmentation
task. We only used the pre-trained weights in the backbone
(ResNet 101) of the Mask-RCNN network. Just the weights
of the top layers (RPN and so forth) were initialized with our
data set.

The hyperparameters of the Mask training (e.g., learning
rate, number of epochs) were defined empirically by observing
the training on a experiment with validation data. In this step,
we split 193 annotated images into two distinct sets to train
the segmentation network, to validate the results and to tune
the hyperparameters. The tuned hyperparameters were used on
the training step, whose results are described on Section III.

The training stage on our data set was performed on two-
fold steps. On the first step, an Adam optimizer [50] was used
with α = 10−3, β1 = 0.9, β2 = 0.999, and ε = 10−8. The
weights of the head layers were training with 100 epoches.
Adam optimizer was used to obtain a quick result of adjusting
the weights for the new segmentation task. In the second
step, a stochastic gradient-descent (SGD) optimizer was used,



TABLE II
SUMMARY OF THE QUANTITATIVE RESULTS.

Category Accuracy Specificity Precision Recall F1-score

#1 (73) 0.98 0.99 0.92 0.91 0.92
#2 (60) 0.98 0.99 0.94 0.91 0.92
#3 (2) 0.97 0.99 0.96 0.77 0.85
#4 (67) 0.98 0.99 0.96 0.89 0.93
#5 (120) 0.98 0.99 0.94 0.82 0.87
#6 (170) 0.97 0.99 0.94 0.83 0.88
#7 (115) 0.97 0.98 0.80 0.90 0.84
#8 (457) 0.97 0.99 0.97 0.80 0.87
#9 (45) 0.98 0.99 0.96 0.88 0.92
#10 (115) 0.99 0.99 0.93 0.89 0.91

Weighted sum: 1195.83 1215.73 1146.63 1032.57 1082.11

Average±STD: 0.98 ±0.008 0.99±0.006 0.94±0.06 0.84±0.07 0.88±0.05

Fig. 4. Process of separating the teeth in the data set proposed by [3]. Zoomed
tooth in the top is as it was in [3], and in the bottom is as it was changed
here.

without any definition of momentum, with learning rate of
10−6, to perform the fine tuning of the weights. In this last
step, the weights of stages 4 and 5 from ResNet 101 (see
Fig. 3), as well as the layers of the head, were considered
to be trained. Each stage of ResNet 101 corresponds to a set
of sequential convolutional layers with the same feature map
size. The training was performed with an error rate of 106. The
network weights resulting from this training stage were used
in the evaluation and result comparison against other methods.

III. EXPERIMENTAL ANALYSIS

The annotation of 276 images in the first four categories
(1, 2, 3 and 4) of the original data set [3] was modified
by separating the teeth according to Fig. 4. Those categories
were chosen since they present images with 32 teeth, located
more or less in expected positions; 193 images were used for
training (6987 teeth), while 83 images (3040 teeth) were used
as a validation set to fine-tuning the deep network.

The process of splitting the teeth in each image was done
so in order to train the Mask R-CNN with more samples (now,
objects are the teeth, rather than an entire dental arch) than the
originally gathered data set. This strategy demonstrated to be
effective, even considering that 1224 test images was used as

the data set with entire dental arch annotation. After training
the Mask R-CNN with 6987 tooth images (from 193 images),
and fine-tuning the network parameters with the 3040 tooth
images (from 83 images), 1224 dental arch images were used
to evaluate the Mask R-CNN (by using original annotation of
the mouth).

A. Quantitative analysis

To assess the performance of the segmenter, the following
metrics were used: accuracy = (TP+TN)

(TP+FN+FP+TN) , specificity
= TN

(TN+FP ) , precision = TP
(TP+FP ) , recall = TP

(TP+FN) , and
F1-score = 2∗Recall∗Precision

(Recall+Precision) , where TP, TN, FN and FP
stand for true positive, true negative, false negative and false
positive, respectively. These metrics were used in a pixel-wise
fashion.

Following the methodology proposed by [3], a weighted
average was computed considering the number of images for
each category (weights), and the summation of the resulting
metric for each image, all divided by the number of testing
images. Table II summarizes the quantitative results found
by our system. All standard deviations was found very low,
indicating that all the individual results were all near the mean.
This fact demonstrates that, although the data set was challeng-
ing, the proposed system achieves a good generalization and
consistency in the results.

In a nutshell, results indicated a good balance between
true negative/false negative (specificity, accuracy) and true
positive/false positive (accuracy, precision and recall) rates,
which are ultimately attested with the F1-score, computing
the harmonic mean between recall and precision.

Mask R-CNN demonstrated highly superior results in com-
parison to unsupervised methods evaluated in [3]. Table III
presents the results of the MASK R-CNN compared with the
results of the unsupervised segmentation methods that were
evaluated in [3]. Although the number of the testing images
differs between the two classes of methods, the difference is
not so high in order to hinder the comparison (1500 against
1224). In Table III, the best results of the unsupervised are
highlighted as well as the results of MASK R-CNN. Except in
specificity, whose result of the deep learning method was close
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Fig. 5. Examples of best individual results, considering each metric. Most left column: metric type and value.
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Fig. 6. Examples of worst individual performance, considering each metric. Most left column: metric type and value.



TABLE III
COMPARISON OF THE UNSUPERVISED METHODS STUDIED IN [3] AND MASK R-CNN.

Method Accuracy Specificity Precision Recall F1-score

Region growing [12] 0.68 0.69 0.35 0.63 0.44
Splitting/merging [51] 0.81 0.99 0.81 0.08 0.14
Global thresholding [21] 0.79 0.81 0.52 0.69 0.56
Niblack method [34] 0.81 0.81 0.51 0.82 0.61
Fuzzy C-means [30] 0.82 0.91 0.61 0.45 0.49
Canny [35] 0.79 0.96 0.45 0.11 0.17
Sobel [35] 0.80 0.99 0.66 0.03 0.06
Active contours without edges [13] 0.80 0.85 0.51 0.57 0.52
Level set method [5] 0.76 0.78 0.48 0.68 0.52
Watershed [14] 0.77 0.75 0.48 0.82 0.58
Mask R-CNN 0.98 0.99 0.94 0.84 0.88

to the splitting/merging one, considering the other metrics,
Mask R-CNN are clearly superior. Also, it is noteworthy that
there is no any other unsupervised method presenting all the
metrics consistently high as the deep learning approach does.

B. Qualitative analysis

Figure 5 depicts a mosaic with the best results, while
Figure 6 illustrates the worst results, in each metric. The
image mosaics are comprised by the original X-ray images,
ground truth, tooth segmentation and instance segmentation of
each tooth, from left to right columns, respectively. The best
segmentations (see Fig. 5) are achieved through near perfect
results, except the recall and the F1-score, which ultimately
demands a very balanced result between recall and precision
(harmonic mean) to be high. In the worst segmentation exam-
ples (see Fig. 6), even the accuracy and specificity achieved
high values; however, F1-score, precision and recall presented
very poor results. After a visual analysis, this result was
expected because of the artifacts not learned in the training
process. This is the case of the images in the rows two, three
and four (top-down view) in Fig. 6: Note that panoramic X-ray
images two and four are the same ones, where the two metrics,
F1-score and recall, achieved poor results, while in row three,
we can see a prosthesis being considered as a tooth, while just
one tooth was detected by Mask R-CNN (that is the reason of
48% of precision). Very low standard deviation (see Table II)
indicates that bad segmentation could rarely be perceived.

IV. CONCLUSION

Segmenting teeth in dental X-ray images has been pursuit
for many years, mainly relying in unsupervised methods. Al-
though many approaches were proposed and tested, successful
results were still far from being reached. Segmenting tooth
in buccal images are mandatory for more complex tasks in
decision support systems. This is the first step to detect not
only teeth and their constituent parts, but also artifacts (e.g.,
prosthesis), tooth problems, and even missing teeth. Consid-
ering that our proposed deep learning system demonstrated
promising results on a challenging data set, future work resides
on the instance segmentation of each component part of the
mouth and teeth, as well as detection of missing teeth, all these
with the goal of automatically generating medical reports.
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