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Fig. 1. Our pipeline: high-dimensional data without labels (a). Subspace clustering discovered the subspace structure within the data and segmented it (b).
Data visualization using Linear Discriminant Analysis (LDA) (c).

Abstract—High-dimensional data are typically handled as
laying in a single subspace of the original high-dimensional space.
However, data involved in real applications are usually spread
around in distinct subspaces which may even have different
dimensions. An interesting aspect, that has not been properly
exploited so far, is to understand whether information about the
subspaces can be used to improve visualization tasks. In this
work, we present a study where subspace clustering techniques
are employed to detect data subspaces, and the information about
such subspaces is used to assist visualizations based on multi-
dimensional projection. Our results show that the information
about subspaces can improve projection layouts, giving rise to
more reliable visualizations.
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I. INTRODUCTION

High-dimensional data can be collected from a variety of
sources, including field research, physical experiments, and
image collections. This kind of data are usually described in
terms of coordinates in a high-dimensional space. As we lack
the ability of directly visualizing this data to understand their
structure and arrangement, we resort to mathematical and com-
putational methods such as multidimensional projection which
are capable of processing and presenting high-dimensional
data in a meaningful manner.

Conventional multidimensional projection techniques as-
sume that the data are drawn from a single low-dimensional
subspace of a high-dimensional space [1]. However, since the
data are potentially drawn from multiple subspaces, we wish
to take advantage of this fact. Subspace clustering techniques
are capable of finding this subspace structure even when the
number of subspaces and their dimensions are unknown.

In this work, we provide an initial study on how the label
information given by subspace clustering techniques, such as
the Low-Rank Representation (LRR) [2], can be used to aid
multidimensional projection. We use the label information
as input to Linear Discriminant Analysis (LDA) [3], [4],
and compare the quality of these projections with previous
techniques such as Local Affine Multidimensional Projection
(LAMP) [5] and t-SNE [6]. We also propose a straightforward
modification to LAMP to make use of the label information.

Contributions:
• We use subspace clustering techniques combined with

visualization techniques for dimensionality reduction;
• We study the effectiveness of the labeling on the visual-

ization by comparing previous multidimensional projec-
tion techniques with techniques that may take advantage
of the label information;

• A rather straightforward modification of LAMP to make
use of the label information.

A. Related work

In many problems data are represented as instances in a
high-dimensional space, although they often lie in the neigh-
borhood of subspaces with much lower dimension. Motivated
by this fact, a variety of techniques has been developed to
detect subspace structure. For example, Principal Component
Analysis (PCA) [1] assumes that the data are drawn from a
single linear space with dimension smaller than the original
space. However, this assumption can be very restrictive. Sub-
space clustering techniques assume that the data are drawn
from multiple independent linear subspaces, but the number
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and the dimension of the subspaces, as well as the data
membership, are unknown. When the number of subspaces
is equal to one, the problem reduces to PCA. The goal of
subspace clustering techniques is to find the number and
the dimension of each subspace and then to segment the
data according to the subspaces. These techniques can be
divided into algebraic [7], [8], [9], iterative [10], [11], [12],
statistical [13], [14], and spectral methods [2], [15]. A good
tutorial on subspace clustering can be found in the work by
Vidal [16]. LRR [2] aims to find a low-rank representation
of the data by solving for a matrix with minimum rank,
subject to some restrictions. We use this technique in our
implementation.

The work by Liu et al. [17] uses LRR to compute the
subspace clustering. The basis and dimension of each subspace
are estimated involving the Grassmannian distance, allowing
for an interactive visual exploration of the data trough dynamic
projections. We, on the other hand, use the clustering given
by LRR as input to LDA, wich produces a static projection.
Other work related to subspace clustering in visualization use
different approaches [18], [19], [20]. The work by Müller et
al. [21] provides an overview on the employed techniques.

B. Technique Overview

Given a high-dimensional data set, we wish to visualize
patterns and intrinsic structures of the data. Suppose the data
are drawn from multiple independent linear subspaces. We use
LRR to compute the subspaces and find the data membership.
The next step is to use the subspace membership information
found by LRR as labels for LDA, which projects data to a
visual space based on the labels. LDA performs the projection
using a linear mapping that separates data with distinct labels.

II. TECHNICAL BACKGROUND

Here, we detail our visualization pipeline, comprising two
main steps: subspace clustering [2] and LDA projection [4].

A. Subspace Clustering

Given a data set X = {x1, x2, . . . , xn}, xi ∈ Rd, with n
instances in a d-dimensional space, suppose the data can be
decomposed as X = X0 + E0, where X0 are the data drawn
from the independent linear subspaces and E0 is the “error”
of the data, due to corruptions such as noise or outliers. The
method aims to find a low-rank matrix X0 from the given
data set X corrupted by errors E0. The solution is given by
the following minimization problem:

min
Z,E

rank(Z) + λ‖E‖l, s.t. X = AZ + E, (1)

where A is a “basis” for the space where the data lie, and
‖ · ‖l is a matrix norm that may vary depending on what kind
of error we wish to filter.

As the problem (1) may not have a unique solution, the
following problem is solved instead:

min
Z,E
‖Z‖∗ + λ‖E‖l, s.t. X = AZ + E,

where ‖ · ‖∗ is the nuclear norm (sum of singular values).

When the data are affected by sample-specific cor-
ruptions or outliers, we can use the norm ‖E‖2,1 =∑n

j=1

√∑n
i=1 ‖Eij‖2, which is sensible to this kind of error.

The minimizer Z is a matrix with information about the
data membership, and the non-zero entries of the matrix E
represent data corruption. Let Z = UDV > be the singular
value decomposition of Z. To perform the segmentation, we
compute the affinity matrix W defined by

Wij = (Ũ Ũ>)ij , (2)

where Ũ is formed by UD
1
2 with normalized rows, and then

apply the Normalized Cuts [22] clustering algorithm.

B. LDA Projection

Given data {x1, x2, . . . , xn} with labels {y1, y2, . . . , yn},
let Ci denote the set of instances with label i, ni the cardinality
of Ci, and x̄i = 1

ni

∑
xj∈Cj

xj be the centroid of label i. From
this, we can compute the “between classes scatter matrix” SB

and the “within classes scatter matrix” SW , defined by

SB =
1

n

n∑
j=1

nj(x̄j − x̄)(x̄j − x̄)
>
, (3)

SW =
1

n

k∑
l=1

∑
xj∈Cl

(xj − x̄l)(xj − x̄l)>, (4)

where k is the number of classes, and x̄ is the centroid (mean)
of the entire data.

Maximization of the objective function

J(P ) =
P>SBP

P>SWP
(5)

gives us a projection matrix such that the data projection
has small variance in each class, and large variance between
class centroids. This problem is solved by the generalized
eigenvalue problem SBP = SWPΓ . Where the columns of
P are the eigenvectors associated to the eigenvalues that form
the diagonal matrix Γ .

We then use the first p columns of P (which are associated
to the p absolutely largest eigenvalues) as the projection matrix
to reduce the dimension of the data, mapping them to a p-
dimensional space. For visualization, we usually use p = 2.

III. EXPERIMENTS

Artificial Data Set: We generated an artificial data set
consisting of 50 instances of data drawn from R3, 50 instances
drawn from R7, and 50 instances drawn from R10, and
embedded all 150 instances in R30. The result of LRR, with
λ = 0.5, is shown in Fig. 2. Notice that matrix E is empty,
once the data set does have any instance with error.

Fig. 3 shows the projection of the data using LDA with
labels given by LRR segmentation. Notice that as LRR per-
formed the segmentation very well, the projections using the
colors from the real class are identical to the segmentation.



(a) Z matrix (b) E matrix

Fig. 2. LRR minimizer on Artificial data set.

(a) Color given by segmentation (b) Real classes color

Fig. 3. LDA projection of Artificial data set.

Iris Data Set: For our second test, we use the well-known
Iris data set [23]. It consists of 150 instances of dimension 4
divided in 3 classes, each one of the species of the flower iris.
The results of LRR, with λ = 0.5, are shown in Fig. 4. Notice
that one of the classes is well identified in the block diagonal
matrix Z, while the other two classes are more difficult to
distinguish. The matrix E is empty due to the nature of the
data set and because we are using the norm ‖ · ‖2,1, which is
sensible to sample-specific corruptions.

As in the previous experiment, we projected the data using
LDA with labels given by the LRR segmentation (Fig. 5a) and
the real data set labels (Fig. 5b).

Using the Fisher classifier [4], we are also able to determine
a linear (Fig. 6a) and quadratic (Fig. 6b) classifier that divide
the space, allowing us to easily classify any new instance based
on its position relative to the pink lines.

IV. RESULTS, DISCUSSION, AND LIMITATIONS

We evaluate the method by comparing the projections
generated by LDA with three other techniques: LAMP [5], t-
SNE [6], and a modified version of LAMP. The modification
we applied to LAMP is to add the label information for the
computation of weights. Originally, we had αi = 1

‖x−xi‖2 ,
where x is the instance to be projected, and xi is a control
point. In the modified version, we have:

αi =

{ 1
‖x−xi‖2 , if x and xi have the same label

0, otherwise.

The quality of the projections generated by our approach is
evaluated using four metrics: stress, neighborhood preserva-
tion, and two silhouettes. The stress function we use is given

(a) Z matrix (b) E matrix

Fig. 4. LRR minimizer on Iris data set.

(a) Color given by segmentation (b) Real classes color

Fig. 5. LDA projection of the Iris data set.

(a) Fisher linear classification (b) Fisher quadratic classifier

Fig. 6. Fisher classification of the Iris data set.

by 1∑
ij dij

∑
ij (dij − dij)

2
/d2ij , where dij is the distance in

the original space and d̄ij is the distance in the visual space.
For each instance of data, the neighborhood preservation
measures how many k-nearest neighbors in the original space
are among the k-nearest neighbors in the visual space. The
silhouette measures cohesion and separation between clusters.
It is given by 1

n

∑
i

bi−ai

max{ai,bi} , where ai (the cohesion) is
calculated as the average of the distances between a projected
instance yi (projection of xi) and all other projected instances
belonging to the same cluster as yi, and bi (the separation) is
the minimum distance between yi and all other projected in-
stances belonging to other clusters. To compute the silhouette,
we need to know the labels of the data. We use both, the real
labels (silh1) and the labels given by LRR (silh2) to compute
the silhouettes.

We use the data sets described in the Table I. Table II
summarizes the results. Compared to LAMP, the modified



TABLE I
DATA SETS USED IN THE RESULTS, FROM LEFT TO RIGHT THE COLUMNS
CORRESPOND TO THE DATA SET NAME, SIZE, DIMENSION (NUMBER OF

ATTRIBUTES), AND SOURCE.

Name Size Dim Source

Iris 150 4 [23]

Synthetic 150 4 [24]

Artificial 150 30 *

Wine 178 13 [23]

Mammals 1000 72 [23]

version of LAMP performs better in terms of silh2 (with
labels given by LRR), with a small difference in terms of
stress. While the stress of LDA is bigger than LAMP and
modified LAMP (which is expected, because the objective of
LDA is to find the subspace with better separability between
classes), it gives a good result in terms of silh2. The results of
LDA indicate that the combination of LRR and LDA can be
a good choice for dimensionality reduction and unsupervised
classification problems where the true label is unknown.

A. Limitations

Subspace clustering techniques assume that the data are
drawn from independent subspaces, but this may not be always
true in real world data sets. We have extensively tested some
examples for many parameters, with no success in finding any
reasonable subspace structure. In these cases, we assume that
such a subspace structure does not exist and thus that the
method cannot be applied properly.

V. CONCLUSION

In this paper, we started the study of visualization aided
by subspace clustering. Subspace clustering techniques have
been shown to be a promising way to account for the possible
intrinsic subspace structure of data. On the other hand, for data
with no subspace structure, they cannot be applied properly.
The use of subspace clustering allows us to use LDA to
perform dimension reduction and classification tasks with
good quality in terms of the metrics we have tested.

As future work, we plan to study the estimation of the
dimension and basis for each subspace, and how it can be
applied to aid multidimensional projection.
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