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Fig. 1. Given reference (A) and deformed (B) surfaces related by a deformation error (C), our GPU-based adaptive non-rigid registration algorithm
successfully captures the main deformation present on the deformed surface (D) by minimizing the initial error estimated (E) also running at interactive
frame rates.

Abstract—3D non-rigid registration is fundamental for track-
ing or reconstruction of 3D deformable shapes. Fast methods
for 3D non-rigid registration are particularly interesting for
markerless augmented reality applications, in which the object
being used as a natural marker may undergo a non-rigid user
interaction. Here, we present a multi-frame adaptive algorithm
for 3D non-rigid registration implemented on GPU where the
3D data is captured from an RGB-D camera. In this work1,
adaptivity is used in three stages of the process. First, to guide
the distribution of regions of influence based on the deformation
intensity on some region of the shape. Second, during the selection
of constraints, where the sampling done over the object for
the optimization is based on the current deformation. Third,
to apply the algorithm in a multi-frame manner only when the
rigid tracking error is above a pre-defined threshold. The results
obtained show that the proposed algorithm is capable to achieve
real-time performance with an approach as accurate as the ones
proposed in the literature.
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I. INTRODUCTION

Augmented Reality (AR) is a technology in which the
view of a real scene is augmented with additional virtual
information [1]. Tracking is one of the main problems which
limits the development of a successful AR application because
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virtual and real worlds must be properly aligned so that they
seem to coexist at the same location for the user.

In scenarios such as on-patient craniofacial medical data
visualization [2], [3], it is specially important for a markerless
AR (MAR) environment to provide support for non-rigid
tracking, which adds one level of interactivity for the user and
improves the robustness of the tracking algorithm for rigid and
non-rigid patient interactions. The main issue related to this
support is that AR requires real-time interactivity and most of
the current state-of-the-art work in the field of 3D non-rigid
registration does not provide such performance.

As will be shown in the next section, several approaches
exist for accurate 3D non-rigid registration, however a few of
them allow interactive registration. Despite the real-time tech-
niques which rely on strong priors about a specific scenario,
a few methods have been proposed for fast general-purpose
non-rigid registration.

In this paper, we describe how to address the problem of fast
3D non-rigid registration by applying adaptive techniques to
reduce the computational cost of the registration while keeping
it accurate.

Contributions: The main contributions of our approach
are the proposition of:

• A markerless augmented reality environment based on a
low-cost RGB-D sensor;

• An adaptive algorithm for non-rigid registration;
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Fig. 2. Overview of the proposed approach from 3D reference model reconstruction to tracking solution.

• A full framework for non-rigid registration implemented
entirely on the Graphics Processing Unit (GPU);

The rest of this work is organized as follows: Section II
briefly describes the main methods proposed for interactive 3D
non-rigid registration. Section III presents our first contribu-
tion, the MAR environment, in which the non-rigid registration
is evaluated. Section IV describes our main contribution, the
adaptive non-rigid registration, which uses GPU processing to
achieve interactive frame rate. Section V discusses the results
achieved with the proposed approach. Finally, Section VI
concludes the work discussing possibilities for future research.

II. RELATED WORK

Several approaches have been proposed in the literature
to register two deformable objects accurately. However, their
major drawback relies on performance, which does not allow
their use for interactive applications.

One of the first works for fast non-rigid registration applied
to computer graphics is the Embedded Deformation (ED), a
real-time deformation algorithm for object manipulation and
creation of 3D animation [4]. The goal of this technique is to
allow a user intuitive surface editing while preserving surface’s
features. Deformation is represented by a graph. Each node
of this graph is associated with an affine transformation that
influences the deformation to the nearby space. The great
advantage of this approach is that it can be applied to a wide
range of objects, articulated or not.

The ED algorithm enables user object manipulation per-
forming as a non-rigid registration algorithm in which source
and target surfaces are the objects before and after user ma-
nipulation. In this sense, many other works ([5], [6], [7], [8])

have used or improved this approach to the specific problem of
non-rigid surface registration, focusing on improving accuracy
while decreasing application’s performance.

Few methods were capable to achieve real-time performance
in 3D non-rigid registration. Chen et al. proposed a method
for non-rigid registration of skeletons captured from the user’s
body [9]. Nutti et al. proposed a method to track tumors based
on the patient’s body position that presumes a prior knowledge
about the scenario [10]. Zollhöfer et al. proposed a method for
real-time non-rigid registration of arbitrary meshes captured
from the real scene [11]. Based on a hardware specialized
for high-quality surface acquisition, their approach generates
a 3D template model of the object of interest and uses a
hierarchical non-rigid registration algorithm fully implemented
on the GPU. The implementation runs at 30 frames per second
(FPS) with high accuracy.

In this work, we present an approach also based on the ED
algorithm which shares some characteristics of [11], such as
no special configuration or prior knowledge of the object and
GPU parallelism to achieve real-time performance. However,
no special hardware is supposed to be used, on the contrary,
our approach is based on a simple off-the-shelf RGB-D sensor,
with noise and low accuracy. As proposed by Li et al. [6],
we use an adaptive graph refinement to improve non-rigid
registration accuracy. Differently from other approaches, the
algorithm proposed here runs entirely on the GPU and is based
on a quadtree which operates over the 2D projection of the
object to be registered. Also, the main goal of our algorithm is
to be incorporated in a MAR environment, as a tool to improve
tracking of the deformable object.



Source Depth Map

Target Depth Map

Cropped Source
Depth Map

Cropped Target
Depth Map

Source
Surface

Target
Surface

Matching
of Points

Building of
Quadtree

Weighting
the

Influence
of Nodes

Selection of
Constraints

Error Min-
imization

Updating
the source

object

Deformed Source Surface

Error > threshold

Error ≤ threshold

Adapting
Quadtree

Fig. 3. Overview of the proposed approach from the depth map acquisition to the final non-rigid aligned surface.

III. MARKERLESS AUGMENTED REALITY ENVIRONMENT

To validate the proposed real-time non-rigid registration,
we have designed a MAR environment based on an RGB-D
sensor (Fig. 2). Basically, a Microsoft Kinect sensor is used to
capture color and depth information from the scene. Bilateral
filter is employed to minimize the presence of noise preserving
discontinuities of the data [12]. Moreover, unwanted points
localized on the background scene are removed from the
filtered depth map by using a depth threshold.

Then, the object of interest is localized and segmented
from the scene by using a classifier or 2D bounding box
which encloses the foreground object. After segmentation,
the KinectFusion algorithm is used [13] to reconstruct a 3D
reference model of the object of interest in real-time.

Real-time tracking is performed by using the 3D reference
model previously reconstructed and the current 3D object
captured by the sensor. The final registered 3D object is
integrated into the 3D reference model to account for new
viewpoints or changes in object’s shape due to deformations.
Rigid motion is estimated by a real-time variant of the ICP
algorithm [14]. To find correspondences between the pairs
of point clouds, it is used the projective data association
algorithm, which matches the points that are located at the
same 2D projection position (i.e. the same pixel). The ICP
fails, or does not converge to a correct registration, when
there is high pose variation between frames in sequence. To
improve tracking robustness, a robust ICP based on real-time
pose estimator is used to give a new initial guess to the
tracking algorithm when it fails [15]. However, even using
this algorithm, the tracking may fail if the user interacts non-

rigidly with the application. Non-rigid tracking support can be
added by applying a real-time non-rigid surface registration
algorithm to align the 3D reference model and the current
model captured.

To achieve real-time performance, all the steps of this MAR
environment run on the GPU. All the algorithms were carefully
designed and implemented in a parallel way to exploit the full
parallelism provided by the hardware.

IV. GPU-BASED ADAPTIVE NON-RIGID REGISTRATION

The proposed non-rigid registration consists of several steps,
illustrated in Fig. 3. Our deformation model is inspired in the
algorithm proposed in [4]. However, we have added a three-
level adaptive approach to improve accuracy and performance
of the original solution. Moreover, we have implemented it on
the GPU to boost performance.

The non-rigid registration algorithm builds a deformation
graph (G) on the source point cloud (Ps) to allow its defor-
mation to the target point cloud (Pt) iteratively. Each node
g ∈ G consists of a point ps ∈ Ps associated with a 3D
affine rigid transformation (i.e. a 3D rotation matrix and a
3D translation vector) which influences the deformation to
the nearby space. Our first adaptive solution is applied in
the selection of nodes. Instead of using uniform sampling [4],
we employ adaptive sampling in the GPU based on a quad-
tree. Basically, a quadtree is built on GPU based on the 2D
projection of G. As the nodes of G are also points in Ps, we
can convert them from world to image coordinates by using the
same process used to project Ps in depth map. Based on the
Euclidean distance measured between corresponding points of
Ps and Pt, the nodes of G are refined or collapsed.
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Fig. 4. The resulting color-coded error from the registration between source and target surfaces. In all situations the proposed algorithm obtained an averaged
accuracy below 3mm and standard deviation below 3.5mm.

Next, adaptivity is used to select the constraints, points
from Ps which will be used for the optimization phase. This
selection is based on the Euclidean distance measured between
corresponding points. Given a region of Ps, the higher the
error, the higher the number of points selected as constraints.

The last use of adaptivity is on the integration of the non-
rigid registration algorithm into the MAR environment. With-
out adaptivity, one solution would be to apply the algorithm
whenever the rigid tracking fails, enhancing the robustness
of the MAR environment. However, to apply the non-rigid
tracking for every frame has a computational cost which does
not make it suitable for real-time applications. Therefore,
if the rigid tracking keeps failing consecutively, the non-
rigid tracking will be used more frequently, reducing user
interactivity.

To solve this problem, we update the 3D reference model in
real-time based on the current deformation measured. When
the rigid tracking fails (i.e. the error measured is above a
certain threshold), the non-rigid registration is applied and
the 3D reference model is updated. As a consequence, by
deforming the 3D reference model, the non-rigid tracking
converges faster and with higher accuracy in the next iterations
than the rigid-only solution (i.e. in which only rigid tracking
is applied and the 3D reference model is not updated).

V. RESULTS AND DISCUSSION

For all tests, we ran our algorithm on an Intel R© CoreTM

i7-3770 CPU @3.50 GHZ, 8GB RAM memory, NVIDIA
GeForce GTX 660. The 3D reference model was reconstructed
with the KinectFusion using a grid with the volume size
of 70cm × 70cm × 140cm and resolution of 5123. Non-
rigid registration takes ≈ 60ms per frame. Out of the MAR
environment, we have tested the algorithm in four different
datasets, as shown in Fig. 4. For the synthetic dataset I, the

Fig. 5. Accuracy (in mm) obtained by our approach (Ours) in comparison
with the Embedded Deformation (ED) algorithm and the initial error estimated
for each one of the datasets used.

only deformation is the presence of a semi-sphere located
on the center of the object. In this situation, our algorithm
achieved high accuracy of ≈ 1mm. For the dataset II, obtained
from [16], a hand deforms by bending the fingers, where is
the high error. The algorithm could reduce the average error
below 2mm. The datasets III and IV were captured by the
Kinect sensor. The user was asked to smile and inflate his
cheeks in front of the camera. In both cases, the algorithm
had an accuracy of 2.6mm.

The improvement of accuracy by our approach with respect
to related work is shown in Fig. 5. It occurs due to the
adaptive selection of nodes, which redistributed the nodes in
the deformation space, increasing them in the regions where
the residual error is high and decreasing them otherwise. To
improve even more the accuracy, one solution is to select more
constraints to be used. Obviously, this decision will decrease
the performance of the algorithm.

Related to performance, a comparison between algorithms



can be seen in Fig. 6. As the graphic shows, our approach
does not run in full real-time (i.e. 30 FPS), but it achieves
interactive frame rates (i.e. above 15 FPS). The performance
of each scenario varies mainly according to the size of the 3D
models. Dataset I has ≈ 10k points, II has ≈ 80k points, III
has ≈ 30k points and IV has ≈ 40k points. Nevertheless, the
proposed non-rigid registration method is about three times
faster than related work.

Fig. 6. Performance (in FPS) obtained by using our approach (Ours) in
comparison with related work in the field of interactive non-rigid registration
(ED - Embedded Deformation algorithm [4]) for each one of the datasets
used.

The use of adaptivity for constraint selection greatly reduces
the processing time originally demanded by the ED algorithm.
Optimization is a common bottleneck in non-rigid registration
algorithms [4], [6]. The number of constraints selected is
directly related to the time required by the optimization phase.
Therefore, by reducing adaptively the number of constraints
used, we can achieve good performance even in the optimiza-
tion phase. Moreover, as long as the error is minimized over
the surface, the number of nodes is dynamically decreased
from G. With less parameters to be estimated, the optimization
algorithm converges faster.
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Fig. 7. Deformed reference models for different users and facial expressions.

Fig. 8. Average accuracy (in mm) measured for each one of the facial
expressions used to evaluate of our approach.

For the tests of our algorithm on the MAR environment, we
have tested the approach in a scenario where the user’s head
is our main natural marker. Therefore, we asked two users to
perform five different facial expressions: to inflate his cheeks,
smile, kiss, open mouth and to be angry, as shown in Fig. 7. In
these cases, we estimated an average accuracy of 1.5mm for
rigid tracking during 3D rigid reference model reconstruction.

When non-rigid user interaction is present, the average
accuracy decreases for rigid tracking. As can be seen in Fig. 8,
to apply the non-rigid registration whenever the rigid tracking
fails is a good idea in order to solve every deformation which
occurs between frames.

Fig. 9. Average accuracy (in FPS) measured for each one of the facial
expressions used to evaluate of our approach.

From Fig. 9, it is visible that the proposed approach allows
interactive performance. It is worthy to mention that, in this
case, the algorithm is not applied almost for every frame
as the 3D reference model is updated based on the current
deformation, reducing the chances for rigid tracking failure in
the next iterations.

VI. CONCLUSION AND FUTURE WORK

In this work we have proposed a new adaptive non-rigid
registration algorithm which tracks interactively and with high
accuracy 3D deformable objects captured from the real scene
in a MAR environment. As a result, we have designed a



non-rigid registration technique which outperforms the per-
formance of existing related work, while keeping moderate
accuracy on the final solution. To achieve such conclusion,
tests were conducted on four datasets which are characterized
by their different levels of noise and precision. To vali-
date the deformable registration in the context of the MAR
environment, tracking robustness was evaluated for several
challenging scenarios. The algorithm was applied in a multi-
frame way, which allowed averaged accuracy between 2 and
3mm, and real-time performance.

For future work, one can incorporate into our approach
highly efficient optimization algorithms, such as [11]. As we
could reduce the dimensionality of the optimization from the
adaptive selection of nodes and constraints, it is expected
for our solution to achieve even better performance than
previous approaches even using low-cost depth sensors. On
the current state, our approach does not support non-rigid
registration between non-isometric structures (e.g. faces of
different people, models which have grown). State-of-the-art
solutions for accurate shape matching can solve the problem
of correspondence between these structures, however, these
methods are far from real-time performance.
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