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Abstract—We describe ECLeS, a general method for interac-
tive editing of objects that are defined by real parameters subject
to linear or affine constraints. In this method, the constraints and
the user editing actions are combined using weighted constrained
least squares instead of the usual finite element approach. We
use exact integer arithmetic in order to detect and eliminate
redundancies in the set of constraints and to avoid failures due
to rounding. We are using this technique for the user-friendly
editing of C1-continuous deformations of the plane, defined by
splines of degree 5 on an arbitrary triangular mesh.
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I. INTRODUCTION

Many computer applications require the interactive adjust-
ment of parameters subject to linear or affine constraints.
Typically the user adjusts the value of some parameters, and
the applications is supposed to adjust other parameters in order
to preserve the constraints. An example of such applications is
the manual editing of spline surfaces or spline deformations
subject to smoothness constraints. In this paper, our goal is
to define mathematical and software tools for this task in a
general, robust, and efficient way.

Contributions: This paper proposes the interactive and
general method for local editing of parameters with linear con-
straints, called ECLeS (Editing by Constrained Least Squares).
At each editing action, the user specifies a subset of the
parameters that can be changed, new required value for some
of them, and hint (desirable but not required) values for the
others. Our algorithm uses exact integer arithmetic to detect
and eliminate redundancies among the constraints that are
relevant to that set and to avoid failures due to rounding. The
parameters are then adjusted so as to satisfy all constraints
and required values, and be as close as possible to the hints.
We use weighted and constrained least squares instead of the
usual finite element approach. Thanks to the use of fraction-
free methods in the linear system solving, we are able to avoid
the bit size explosion that is often a serious limitation of this
type of algorithm.

A. Related work

There are many systems for editing objects under linear and
affine constraints. Typically, they recompute all parameters at
each user editing request, and use penalty terms in order to
minimize the changes to non-edited parameters.

Knuth’s 1979 Metafont [1] is a programming language
where function parameters may be subjected to linear and
affine constraints. It lets the user specify any subset of inde-
pendent parameters, automatically solving for the others when
enough parameters have been specified. In 1985, Nelson [2]
described Juno, a constraint-based graphics system. Later, this
system was extended to the drawing editor, Juno-2, by Heydon
and Nelson [3]. With Juno-2 the user can define constraints
graphically, which are solved by a non-linear equation solver
combined with some symbolic techniques. The user could
define hints for unknown parameters.

For linear and affine constraints (which we consider here),
a common approach is to pre-compute a finite element basis
of parameter change vectors that has small support and spans
the space of all possible changes; and then give the user a
separate ”knob“ for each finite element. A typical example
is the editing of splines with specified continuity. Each basis
element has exactly one editable Bézier control point, the other
Bézier points are then computed from those. This problem
was extensively studied by Schumaker [4] and others; an
exposition can be found in Xu’s doctoral thesis [5]. One
particular case of the finite element technique is the B-spline
approach [6], where there is only one control point for each
patch, and the resulting spline is automatically continuous to
the maximum possible order. B-splines are well defined for
tensor (quadrangular or hexahedral) type meshes with regular
topology [7], [8]; extending them to irregular and simplicial
meshes is possible, but rather complicated [9].

Another technique for editing the Bézier control points
(which we adapt and extend in this paper) uses the criterion of
least squares with first-degree constraints [10]. This technique
was used, for instance, by Masuda et al. [11] for surface mesh
editing. It allows editing any control point and computes the
remaining points by solving a linear system that combines the
criterion of least squares and the constraint equations.

Our method differs from Masuda’s by assuming that the
application provides, at each editing event, a small subset of
parameters that can be changed. Moreover, we use exact arith-
metic to reliably detect inconsistent or redundant constraints.

B. Overview of the method

The general method described in this paper operates on a
set P of variables (the control parameters) of an application,
subject to a fixed set R of linear equations with integer



coefficients (the constraints). We assume that the set R of
all equality constraints is denoted by a matrix equation

RP = Q (1)

where P is the vector of all control parameters, R is a constant
coefficient matrix and Q a constant vector (often zero).

The ECLeS method is used when the user has attempted
modify some of the control parameters through some editing
software (the user interface). Its goal is to adjust other control
parameters so that all constraints remain satisfied.

The method consists of two procedures, Initialize and
Update. The Initialize procedure is called when the user
chooses the parameters to be adjusted. The Update procedure
is then called one or more times to modify those parameters.

Specifically, the Initialize procedure receives the set R and
two disjoint subsets of P:
• A (anchor): one or more control parameters whose values

will be set by the user;
• D (derived): zero or more control parameters that may

be adjusted if necessary to satisfy the constraints.
The procedure then identifies the set E of relevant constraints
consisting of the equations of R that depend on any parameter
in A∪D. The set F is the set of all fixed relevant parameters,
that occur in some equation of E but are not in A or D.

The set D of derived parameters must be large enough to
allow all the relevant constraints in E to be satisfied. That
is, for any combination of new values assigned to the control
parameters in A it must be possible to satisfy all constraints
in E (and therefore in R) by assigning appropriate new values
to all control points in D. We refer to this requirement as
the solvability condition. If this condition is not satisfied, the
Initialize procedure fails and the user interface is expected
to take appropriate action. Otherwise, Initialize pre-computes
certain matrices and other information to be used by the
Update procedure.

For each control parameter p in A∪D the Update procedure
receives a new value p′. For the parameters in A, the new val-
ues are specified by the user and assumed to be mandatory. For
the parameters in D, the new values are only suggestions. The
Update procedure then computes, for each control parameter p
in D, a new value p′′ that is close or equal to p′, in such away
that all constraints are satisfied. The procedure then updates
each parameter p with the new values p′ or p′′. For every
parameter p /∈ A ∪D, the desired value p′ and final value p′′

are assumed to be equal to the current value p.

II. SOLVING LINEAR SYSTEMS

In this section, we describe the technique used to solve
linear systems with integer coefficients. We assume in general
that the system is

Ax = b (2)

where A is a known rectangular m × n integer matrix, x is
an unknown column vector of n rational numbers, and b is
a known vector of m integers. We need to solve the system
exactly in order to check for linearly dependent equations.

A straightforward implementation of the LU decomposition
algorithm with exact rational arithmetic is very inefficient
because the sizes of the numerators and denominators grow
exponentially with the number of equations m. This problem
was solved by the so called fraction-free method of E. H.
Bareiss [12]. This method was extended by others authors [13],
[14], [15], [16].

Most of these methods are restricted to square invertible or
full-rank matrices. In this paper, we use the method proposed
by D. J. Jeffrey [17] which can perform fraction-free Gaussian
LU factoring of arbitrary rectangular matrices of any rank.

A. Factoring the matrix

Specifically, let r be the rank of A. Factoring the rectangular
matrix A gives five integer matrices L (m × r), U (r × n),
D (r× r, diagonal), Tr (m×m, permutation matrix of rows)
and Tc (n× n, permutation matrix of columns) such that

A = TrLD
−1UTc. (3)

In this equation, the structures of the matrices L and U are

L =

(
L̂

L̃

)
and U =

(
Û Ũ

)
(4)

where L̂ is an r × r lower triangular matrix, Û is an r × r
upper triangular matrix, both invertible, and L̃, Ũ are arbitrary
integer matrices with sizes (m − r) × r and r × (n − r),
respectively.

B. Solving the system

Substituting formulas (3) and (4) into system (2), we have

Tr

(
L̂

L̃

)
D−1

(
Û Ũ

)
Tcx = b. (5)

Letting B = T−1r b, X = Tcx and y = UX , equation (5)
becomes (

L̂

L̃

)
D−1y =

(
B̂

B̃

)
(6)

where B̂ and B̃ consist of the first r and last m−r elements of
B, respectively. We can split the system (6) into two systems

L̂D−1y = B̂ and L̃D−1y = B̃. (7)

Since L̂D−1 is an r × r invertible matrix, we can solve the
first system for y

y = DL̂−1B̂. (8)

The second system L̃D−1y = B̃ in equation (7) is non-empty
only if the rank r of A is less than the number of rows m,
in which case either some constraints are redundant, or there
are incompatible constraints. To verify whether the original
system (2) is consistent, it is necessary and sufficient to check
if the bottom half of the equation (6) is satisfied with this
value y, that is

L̃L̂−1B̂ = B̃. (9)



To solve (5), we can find X by solving the system(
Û Ũ

)(X̂
X̃

)
= y (10)

that is, by solving

ÛX̂ = y − ŨX̃ (11)

where X̃ can be chosen arbitrarily. Setting X̃ = 0, we get

X̂ = Û−1y (12)

and then
x = T−1c X. (13)

III. CONSTRAINED LEAST SQUARES

The other main tool that we use is the quadratic optimization
(least squares) method with affine constraints, that we describe
in this section. Given a vector x′ = (x′1, ..., x

′
n) of desired

values, we want to find a vector x = (x1, .., xn) of values that
minimizes the distance between each new value xs and the
desired value x′s, while satisfying a set of constraints Ax = b,
where A is any m×n matrix and b is a vector of m elements.
More precisely, we want minimize the goal function

S(x) =

n∑
s=1

ws[xs − x′s]2 (14)

where the coefficient ws is a user defined weight that indicates
the importance of the desirable value x′s (the bigger the weight
value ws is, compared to the other weights, the more the
algorithm will try to honor the value x′s).

We use the technique of section II-A to perform Gaussian
factoring of the matrix A and the vector b. If this process
terminates with success, we obtain the rank r and integer
matrices U , L, D and permutation matrices Tr and Tc, such
that A = TrLD

−1UTc. If r < m, the system Ax = b has
redundant equations, and can be replaced by

Âx = B̂ (15)

where Â is the first r rows of LD−1UTc and B̂ is the first r
rows of T−1r b.

In order to minimize the goal function (14) while satisfying
the constraints (15), it is necessary that the gradient ∇S of
the goal function be perpendicular to the solution set of the
constraints. The gradient consists of the derivatives

∂S

∂xs
= 2ws[xs − x′s] (16)

for s = 1, 2, . . . , n. To be perpendicular to the constraint
solution space, the gradient ∇S must satisfy

∂S

∂xs
= −

n∑
k=1

λkÂks (17)

where each variable λk is an indeterminate real coefficient, the
Lagrange multiplier [18] of the constraint expressed by row
k of the system (15). Therefore

2wsxs +

n∑
k=1

λkÂks = 2wsx
′
s. (18)

Equation (18) can also be written in matrix form

Mx+ Â>λ =Mx′ (19)

where M is the n× n diagonal matrix with Mss = 2ws; and
λ is a column vector with the Lagrange multipliers λ1, ..., λm.

We can combine equation (19) with the constraints (15)
obtaining the least squares linear system

Mx =Mx′ − Â>λ (20)

Âx = B̂. (21)

The new values x of the variables can be computed by solving
the system (21) in two steps; namely, solving

ÂM−1Â>λ = Âx′ − B̂ (22)

for λ, and then computing x by solving

Mx =Mx′ − Â>λ. (23)

IV. DETAILS OF THE ECLES METHOD

In this section, we describe in detail the Initialize and
Update procedures of the ECLeS method.

We can partition the matrix R, and the vectors P and Q into
sub-matrices and sub-vectors according to their rows and/or
columns being in E , A, D or F , and then write the relevant
constraint equations of E in matrix form Ax = b, where A =
RED, x = P

′′

D and b = QE −REAP
′

A −REFPF .
The matrices RED, REA and REF are m × n, m × s and

m × t matrices of coefficients of the derived parameters D,
anchor parameters A and the fixed relevant parameters F in
the equations E , respectively. The vector P

′′

D will consist of
the n computed values p′′ of the derived parameters. The
vector QE contains the m elements of the constant vector Q
corresponding to the equations E . The vector P

′

A contains the
user-specified values p′ of the s anchor parameters; and PF is
a vector with the values p of the t fixed relevant parameters.
Each row of RED is a subset of the elements of some row
of R, corresponding to the D parameters. The same row of
REA consists of the elements of that row of R corresponding
to the anchors. Finally, the same row of REF consists of the
elements of that row of R corresponding to the F parameters.

A. The Initialize procedure

The Initialize procedure receives the sets A, D and RED.
It then uses the method described in section II-A to isolate
redundant or inconsistent equations and obtain the system (15).

B. The Update procedure

If Initialize succeeds, the values x = P ′′D of the derived
parameters are computed by the Update procedure, each time
the suggested values x′ = P ′D are given by the user interface.

When the solvability condition (9) of the system is not
satisfied, choices of the anchor parameters by the user must
have included incompatible constraints in the original system.
In this case, the Update procedure returns a message to user
interface notifying that the specified anchor parameter values
are not valid, that is, the solvability condition is not satisfied.



Then, for example, the procedure cancels the editing action
and the user must select a new set of anchors.

The Update procedure solves the least squares system, as
described in section III, equations (22) and (23), obtaining the
new computed values P ′′D for the derived parameters.

V. APPLICATION: 2D DEFORMATION

We are using the ECLeS method as part of an editor for 2D
deformations that are defined by triangular splines of degree 5
with C1 smoothness constraints [19]. A deformation is edited
by displacing the Bézier control points of the spline. The
constraints are quadrilateral conditions which represent C1

continuity constraints. If the coordinates of the vertices of the
domain mesh are rational, each quadrilateral constraint can be
expressed by a linear equation with integer coefficients.

In Fig. 1, each C1 continuity constraint is represented by
a gray quadrilateral. The quadrilateral formed by the control
points qu111, q

u
012, q

u
021, q

v
111 on the deformed mesh must be

an affine image of the quadrilateral formed by their nominal
positions u111, u012, u021, v111 on the original mesh. Fig. 2
shows a deformation specified by the preliminary version of
our editor.

(a) Original mesh. (b) Deformed mesh.

Fig. 1. Quadrilateral C1 continuity constraints for the Bézier control points
of a spline deformation φ of degree 3.

(a) Original mesh.

(b) Actual image [20]. (c) Deformed mesh.

Fig. 2. Example of deformation specified by our editor.

VI. CONCLUSION

In this paper, we described the general ECLeS method for
interactive editing of parameters subject to linear or affine con-
straints. We use exact integer arithmetic in order to detect and

eliminate redundancies among constraints and avoid rounding
failures. In the ECLeS algorithm, the constraints and the user
editing actions are combined using weighted constrained least
squares, instead of the usual finite element approach, thus
providing more flexible control to the user.
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