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Abstract—The role of person re-identification has increased in
the recent years due to the large camera networks employed in
surveillance systems. The goal in this case is to identify individ-
uals that have been previously identified in a different camera.
Even though several approaches have been proposed, there are
still challenges to be addressed, such as illumination changes, pose
variation, low acquisition quality, appearance modeling and the
management of the large number of subjects being monitored
by the surveillance system. The present work tackles the last
problem by developing an indexing structure based on inverted
lists and a predominance filter descriptor with the aim of ranking
candidates with more probability of being the target search
person. With this initial ranking, a more strong classification
is done by means of a mean Riemann covariance method, which
is based on a appearance strategy. Experimental results show
that the proposed indexing structure returns an accurate short-
list containing the most likely candidates, and that manifold
appearance model is able to set the correct candidate among the
initial ranks in the identification process. The proposed method
is comparable to other state-of-the-art approaches.
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I. INTRODUCTION

In recent years, person re-identification has played an impor-
tant role on visual surveillance due to the need of managing
activities in a large area covered by a surveillance system.
The amount of data to be processed in surveillance systems
has increased due to the large availability of camera networks.
Therefore efficient approaches have to be employed to solve
some intrinsic problems, mainly involving person monitor-
ing. Among these intrinsic problems, person re-identification
is responsible for maintaining a broad identity of subjects,
in a camera network, wherein the cameras not necessarily
present intersection of field of view. This problem has been
considered for several applications, such as surveillance and
monitoring [1], and sport events [2].

There are two main concerns when developing approaches
to perform person re-identification. First, since facial informa-
tion cannot be used in all situations due to the small size of per-
sons in the acquired videos, the subject’s appearance has to be
modeled accurately. Second, due to the possibly large number
of subjects in the scene, and the need to constantly save person
information, scalable and efficient approaches for matching
samples is also necessary. Regard to the first aforementioned
problem, some approaches have been proposed based either

on single shot or multiple shots of the subjects [3], [4], [5].
While the former approach considers a single image to model
the person appearance, the latter employs a set of images.

Particularly speaking of each category of the previous
problems, some approaches, considering the problem as a
classification, are based on a single image can be found in [6],
[7], [8]. A one-against-all strategy to model the appearances
is described in [7], then extended to a more scalable one-
against-some solution in [6]. A method based on spatial color
histograms is proposed by Hirzer [8]. Considering multiple
shots, some methods are preferably based on face detection
instead of full body. In [9], a mean Riemannian covariance
grid (MRCG) is introduced as a descriptor to obtain a very
high discriminative human body signature from multiple im-
ages of a person. In [10], the automatic labeling of faces
is performed employing tracking and appearance modeling.
Regarding re-identification by appearance modeling, recent
people re-identification methods have considered feature de-
scriptors to model the appearance of a person [11], detec-
tion of interest points to identify previously known subjects,
considering a KD-tree structure [12] and the use of auto-
similarity images [13]. However, such appearance methods
suffer with the change of look of individuals captured by
different cameras, low quality of the samples gathered due
to variations in illumination or shadows, and the large amount
of data been captured.

The re-identification problem can be treated simultane-
ously as an indexing of feature descriptors extracted from
the subjects and an appearance modeling. In this sense, we
propose a fast and scalable indexing scheme based on inverted
lists and bag-of-words. By indexing person detections, it is
possible to build a short list of known individuals to be
matching candidates, when a target sample is sought. For the
final matching and, consequently, estimate decision whether a
person is in the database or not, we applied a mean Riemann
covariance (MRC) following the formulation of [14], but
differing from [9] in the way of computing the descriptors.

The main contributions of this paper are the following. First,
we address the problem of searching a previously detected
image person in a database by a two-stage strategy, that is,
instead of matching the target individual to all individuals
in the database, we build an inverted list from a bag-of-
words approach, looking only at the k most relevant hy-
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Fig. 1. Modules employed to perform person re-identification.

potheses. Second, the predominant RGB filter is introduced
here as a novel discriminative color descriptor for person
re-identification. Third, we take the local MRC to compute
the final matching, resulting in an accurate appearance-based
recognition. Finally, thorough evaluations were accomplished
on two datasets (ETHZ and Viper), showing promising results
of the proposed method.

II. OUTLINE OF THE PROPOSED METHOD

In the proposed method, we focus in two main aspects. First,
we develop an indexing scheme based on inverted lists being
able to reduce the number of candidates when a test sample
is presented to the algorithm (Section II-A). Then, a MRC
is applied to perform the actual identification of the sample
(Section II-B). Figure 1 illustrates the main building blocks of
the proposed method, which will all be addresses in the next
sections.

A. Indexing Structure

With the aim at obtaining a shortlist of subjects being
candidates to match the identity of a target sample, we
propose the usage of inverted lists. Inverted lists are index
data structures proposed by [15] that allow the mapping from
attributes to objects, instead of objects to their attributes.
Applied to our domain, that means to map features extracted
from subjects (bag-of-words approach [16], in our case) to
their identifiers, which, differently from [7], [6], allows us to
create an indexing structure with size independent from the
number of subjects in the gallery (candidates to match the
identity of a target sample), making it faster, as it will be
shown in the experiments. The process is divided into three
steps, as depicted in Fig. 2: dictionary creation, learning and
candidate selection.

1) Dictionary Creation: Since the inverted list is indexed
by attributes of the object, we employ a dictionary based
on bags-of-words [16] to extract such attributes from the
image samples. First, the sample images for the n subjects
with known identity are split into m non-overlapping blocks,
from which feature descriptors are extracted and stored in
feature vectors. A dictionary is created by selecting randomly
k feature vectors as codewords (experiments have been per-
formed by using the k-means clustering algorithm to select the
codewords, but the results are very similar to those achieved
by the random selection).

The reason for using a dictionary is to find the codewords
that better represent the image blocks so that their positions

in the dictionary can be used as indexes in the inverted lists.
For instance, if the i-th codeword is the closest to a set of
subjects, the subject’s identifiers will be added in the index i
of the inverted list. Our hypothesis is that if a test sample has
a feature vector similar to the i-th codeword in the dictionary,
it is likely that its identity belongs to one of the subjects in
the index i of the inverted list.

To create the dictionary, instead of having a raw information
of color, which would be dependent on lighting change,
and not discriminative in practice, we consider two feature
descriptors: the histogram of oriented gradients (HOG) [17],
based on shape information, and a RGB predominance filter,
as a novel color descriptor. In the experiments, we evaluate
the accuracy of both descriptors.

HOG captures edge or gradient structures, which are char-
acteristics of local shape with a controllable degree of invari-
ance to local geometric transformations. In this work, HOG
descriptor was used in each one of the m blocks of the images,
considering 8 bins and 1× 1 cell in each block, that is, only
one histogram is computed for each block.

In addition to the shape-based feature descriptor, a predomi-
nance filter is introduced here. For that, the goal is to highlight
the color channel which is predominant in each pixel. Given
an RGB image, I = (CR, CG, CB), where CR, CG and CB

represents a value between 0 and 1 for each channel, the input
color space is divided into 8 regions well defined by a unique
parameter T , as follows

PT (CR, CG, CB) =



(µR, 0, 0) if CR −max(CG, CB) > T

(0, µG, 0) if CG −max(CR, CB) > T

(0, 0, µB) if CB −max(CG, CB) > T

(0, µG, µB) if CG ≈ CB > CR + T

(µR, 0, µB) if CR ≈ CB > CG + T

(µR, µG, 0) if CR ≈ CG > CB + T

(µR, µG, µB) if CR ≈ CG ≈ CB > 0.5

(0, 0, 0) if CR ≈ CB ≈ CB < 0.5

where µ{R,G,B} denotes the mean of the channel that satisfies
the conditions of the equation for a image region, and T is
in the interval [0; 1]; ”≈” means |Ci − Cj | < T , with i, j ∈
{R,G,B}. The predominance filter has the physical effect of
separating the colors of RGB according to Fig. 3.

The idea with the combination of the two descriptors –
shape and color – is to build a reliable dictionary capturing
the gist of a person in the images.

2) Learning: As described earlier, once the dictionary has
been created, in an unsupervised fashion, the learning proce-
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Fig. 2. Indexing structure based on bag-of-words and inverted lists to obtain a shortlist of candidates in order to identify a test sample.

Fig. 3. Original RGB space and effect of the predominance filter with T = 0.1, 0.3 and 0.5, respectively.

dure is executed to populate the inverted lists, and m lists are
created – one per image block. The idea of creating multiple
inverted lists is to allow voting to select the most likely
subjects to identify a target sample, without being affected by
noise incurred in some image regions, which might interfere
in the extracted feature descriptors.

In the learning stage, the feature descriptors are extracted
from the m blocks of each subject sample. Next, using the
dictionary created in the previous step, the feature vector,
extracted in each block, is compared to all codewords in the

dictionary, and the closest index – the i-th codeword – is kept.
In addition to the comparisons, we create m inverted lists, each
one with k indexes, one per codeword. Finally, if the feature
vector extracted from the j-th block of the l subject is closest
to the i-th codeword in the dictionary, the subject’s identifier
l will be added in the i-th position of the j-th inverted list.
This way, during test, if a test sample presents a feature vector
similar to this, it will index the same subject identity. Note that
the i-th position of the j-th inverted list might have more than
one subject’s identifier when more than one subject presents



similar feature vectors for the j-th block, as illustrated in the
second row of Figure 2,

3) Candidate Selection: The goal of this final step, in the
indexing structure, is to select a subset of subjects that is more
likely to contain a target sample given to the method. This
subset of candidates will be used to perform the mean Riemann
covariance matching.

Given a target sample, its image will be partitioned in m
blocks in the same way as in the stages of creation and learning
of the dictionary, and features will be extracted for each one
of the blocks. Then, the feature vector for the j-th block will
be compared to all the codewords contained in the dictionary.
Finally, the index of the closest codeword, the i-th, will be
used to index the set sj containing the subject’s identifiers at
the i-th position of the j-th inverted list.

After the set S = {s1, s2, . . . , sm} has been obtained with
the process described, the following strategy to find the p
most likely subjects to identify a test sample was adopted:
The most likely subject is the one that appears in the most
number of times in S; the second one, is the one that appears
the second most number of times, and so forth, until obtaining
the p subjects that appear the most in S. The rationale is that
a subject that appears multiple times, presents feature vectors
similar to those extracted from the test sample.

B. Mean Riemann Covariance Matching

After building a ranked list for each person in a dictionary,
by using the inverted lists, the next step was to use only the
k-top persons of that list in order to match them to the target
individual (the value k is analyzed in Section III). In this
stage, a mean Riemann covariance was preferred following
the formulation of [14].

Given an input image and a set of covariance matri-
ces, {Γi}Z1 , with each γi computed on overlapped image
blocks, in the same way as in [18], with the exception of
the coordinates of the pixel. In other words, the follow-
ing feature vector was used to compute the covariances:
[Ix, Iy, Ixx, Iyy, |G|, θ, R,G,B], where Ix, Iy are the first
derivatives with respect to x and y of the pixel, Ixx, Iyy are
the second derivatives with respect to x and y of the pixel,
|G|, θ are the magnitude and angle of the pixel gradient, and
R,G,B are the values of each RGB channel of the pixel. It is
noteworthy that since those matrices rely in a manifold space,
M, a distance between two matrices is computed following
[19], and is given by

d(Γi,Γj) =

√√√√ m∑
l=1

ln2λl(Γi,Γj) (1)

where λl(.) are the generalized eigenvalues determined by
|λΓi − Γj | = 0.

Since it is generally not possible to integrate manifold-
valued functions, the mean, µ, in the manifold is not unique,
and should be achieved by a minimization procedure with the

Fig. 4. Samples of the ETHZ dataset.

following objective function

µ = arg min
Γ∈M

Z∑
i=1

d2(Γ,Γi) (2)

where µ is known as Fréchet mean.
In order to find the µ from (2), we utilized the method

of Gauss-Newton gradient descend proposed by [20], until it
converges with an error of 0.01. It is noteworthy that here
it is computed locally in the detection window, rather than
temporally as in [9].

III. EXPERIMENTAL EVALUATION

In this section, we evaluate the proposed method focusing
on the indexing scheme (Section III-B), and on the appearance
modeling based on the mean covariance (Section III-C). The
full sequence of the method is also evaluated by employing
first the indexing and the appearance modeling (Section III-D).
The datasets used to perform the evaluation were the VIPer
and the ETHZ, described in more detail in the next section.

A. Evaluation Datasets

Two data sets were used to evaluate the proposed method:
The ETHZ person re-identification dataset [7] and the VIPeR
Dataset [21]. The former (Fig. 4 illustrates some samples)
presents characteristics such as changes in illumination, pose
variation, changes in sample size and low acquisition quality,
which impose challenges to the re-identification problem,
while the latter dataset has a large number of subjects (632),
having only two samples per subjects (one used for learning
and one for testing), captured from different viewpoints of two
cameras. Figure 5 illustrates some examples of VIPer dataset.

The ETHZ dataset is composed of three video sequences,
the first with 1000 frames and 83 subjects, the second with



Fig. 5. Samples of the VIPeR dataset.

451 frames and 35 subjects and the third sequence with 354
frames and 28 subjects. We chosen the sequence #3 to set the
parameters, since it presents the lowest number of subjects,
and remaining sequences to evaluate the proposed approach.
The VIPeR dataset is also used for testing also using the
same parameters estimated from sequence #3 of the ETHZ
dataset. Table I summarizes information about the datasets.
All samples are rescaled to the same size.

TABLE I
DATASETS USED IN THE EXPERIMENTS.

Datasets Frames Persons

ETHZ Seq 1 1000 83
ETHZ Seq 2 451 35
ETHZ Seq 3 354 28
VIPer CamA - 316
VIPer CamB - 316
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Fig. 6. Recognition rate by the proposed indexing structure as a function
of the number of codewords to build the dictionary. Curves showing the
recognition rates for several matching ranks.
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Fig. 8. Cumulative match characteristic curve achieved by the proposed
indexing structure using the video sequences of the ETHZ dataset.

B. Indexing Structure

In this section we evaluate the indexing structure. First,
we estimate the parameters using sequence #3 of the ETHZ
dataset and then we evaluate the results achieved with the other
sequences and over the VIPeR dataset.
Number of codewords. To evaluate the most suitable num-
ber of codewords to build the dictionary, we performed an
experiment using the predominance filter and HOG as feature
descriptors. The results are shown in Figure 6, in which several
curves obtained for different matching ranks are displayed.
According to the results, the recognition rate increases until
the number of codewords reaches 10, after that, it becomes
stable. Therefore, we have fixed the number of codewords to
10 for the remaining experiments.
Feature descriptors. To evaluate which feature descriptor
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indexing structure using the VIPer dataset.

is more suitable to create the indexing, we performed an
experiment comparing the HOG, the predominance filter and
the combination of both (through concatenation of both de-
scriptors). According to the results shown in Figure 7, the
employment of the predominance filter achieves the best
results, even when it is compared to its combination to the
HOG descriptor. This can be explained by the nature of the
problem, since the color is the most discriminative information
and the person shape is mostly ambiguous, as we can see in
the dataset samples shown in Figures 4 and 5. Therefore, the
remaining experiments will be executed considering only the
predominance filter as feature descriptor.
Cumulative match characteristic curves. According to the
results shown in the evaluations, we have chosen 10 codewords
to build the dictionary, with each feature vector comprised of
the three channel of the predominance filter. Figure 8 shows
the results achieved using sequences #1 and #2 of the ETHZ
dataset and Figure 9 shows the results achieved using the
VIPeR dataset. In Section III-D, we show the improvements
achieved when the MRC is employed after the indexing
structure.

C. Mean Riemann Covariance Matching

The MRC is an unsupervised method since it is not nec-
essary the training of a model. However, a threshold must
be found and the sequence #3 of EHTZ was used to define
this. Since the images in the datasets have been resized to
50 × 150, the blocks to compute the covariances must be
calculated in such a way that all the image regions are covered
by the covariance descriptors. For that, we defined three
types of computations: 3 descriptors, 12 descriptors, and 15
descriptors (in fact, the combination of 3 plus 12 descriptors).
All descriptors were computed with overlapping of 50%.

In order to assess the performance of MRC, cumulative
match characteristic curves were built over ETHZ and VIPer
datasets, and they are depicted in Figures 10 and 11. Figure 12

Fig. 10. Cumulative match characteristic curve achieved by MRC using
ETHZ dataset, and considering 3, 12 and 15 covariance descriptors. For both
sequences, the best performance was with 12 descriptors.

Fig. 11. Cumulative match characteristic curve achieved by MRC using
VIPer dataset, and considering 3, 12 and 15 covariance descriptors. For both
sequences, the best performances were with 15 and 3 descriptors over CamA
and CamB sequences, respectively.

illustrates a zoom in Figure 11, in order to suitably visualize
the plots. Observing the curves, it is noticeable that with
12 descriptors, the best result was achieved in ETHZ for all
sequences, while 15 and 3 descriptors are more suitable for
CamA and CamB sequences of VIPer datasets. There is no
significant differences among the descriptors, and, in practice,
3 descriptors can perform well in most of the cases, alleviating
the computational burn in the computation of covariance
descriptors.



TABLE II
SUMMARY OF THE RESULTS FOUND IN FIGURE 13.

Method Rank1 Maximum recognition at

Seq1
IS 61% Rank 30

IS + MRC (12 descriptors) 81% Rank 4

Seq2
IS 61% Rank 30

IS + MRC (12 and 15 descriptors) 91% Rank 4

CamA
IS 1% 64% at rank 100

MRC (15 descriptors) 10% 85% at rank 100

CamB
IS 1% 63% at rank 100

MRC (15 descriptors) 1% 72% at rank 100

Fig. 12. Zoom of Figure 11.

D. Comparative Evaluation

Considering the indexing structure along with the MRC, in
this section, we present comparative results over ETHZ and
VIPer datasets. First, we built a cumulative match characteris-
tic curve with comparison in recognition performance with just
the indexing structure and with the indexing structure along
with MRC. Figure 13 depicts the results.

In order to better understand the results, Table II summarizes
the results of Fig. 13. In the ETHZ dataset, the increase in
performance using the MRC with 12 or 15 descriptors is clear.
As a matter of fact, there is substantial gains between 20% and
30% considering Rank 1 (that is, the first person matched),
or even in the top rank with maximum performance, which
decreases from 30 to 4 in both sequences of the datasets. In
the VIPer dataset, the gain was still high but not as high as
in the ETHZ dataset, consisting in an increase between 10%
and 20% with respect to the indexing structure. In fact, the
VIPer dataset is a hard dataset, with difficult images even for
a human to recognize, as illustrated in Figure 5.

Considering the proposed method comparatively with state-
of-the-art approaches in person re-identification field, Table
III illustrates the results. Taking into consideration the per-
formance in Rank 1, the proposed method is superior either
against [6] or [21], showing 10% of average gain in compari-
son to the others. Nevertheless, it is not completely true when

TABLE III
COMPARATIVE RESULTS WITH OTHER STATE-OF-THE-ART METHODS. IS

STANDS FOR INDEXING STRUCTURE AND MRC MEAN RIEMANN
COVARIANCE.

Method Rank1

Seq1
One-against-all [6] 71.90%

IS + MRC (12 descriptors) 81%

Seq2
One-against-all [6] 73.50%

IS + MRC (12 and 15 descriptors) 91%

CamA
ELF 200 [21] 1%

MRC (15 descriptors) 10%

CamB
ELF 200 [21] 1%

MRC (15 descriptors) 1%

using the VIPer datasets, since [21] achieves perfect results in
Rank 200 (out of 316), while our method does not reach 100%
of recognition rate. As a matter of fact, the proposed method
achieves the maximum recognition rate of 85% and 72% over
CamA and CamB sequences in VIPer dataset, respectively,
keeping it constant after Rank 100.

IV. CONCLUSIONS

In this paper, we addressed the problem of person re-
identification by using a indexing structure comprised of
inverted lists and codewords, and a mean Riemann covariance
matching, this latter applied locally in each person image. A
thorough analysis was accomplished showing that the use of
MRC improves significantly the indexing structure. Since the
computational load to calculate covariance matrices is usually
high, as well as their means, an MRC with 3 descriptors
are best suitable in practice mainly to demonstrate similar
performance in comparison with 12 or 15 descriptors, and to
be fast to be calculated. In comparison with other state-of-
the-art methods, IS+MRC showed superior performance over
ETHZ datasets, but needs to be improved since presented
lower performance in more difficult datasets as in VIPeR.
Future works are driven to implement a temporal version of
the system considering also the weighted mean rather than
only the mean.
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