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Abstract. This paper presents a methodology for selecting visual representations during the development of simulation studies or visualization applications. The methodology considers the classes of entities in a model, the classes of graphical presentation techniques, and the classes of queries that may be submitted by a final user about the model and/or data produced by simulation or analysis tools. The methodology is generic and may be applied to the visualization of data collected from many sources.

1 Introduction

Since the late 70's a growing number of systems has incorporated facilities to visually represent models and simulation results as well as to allow user interaction during the simulation. As to their degree of user interaction during the execution of simulation experiments, tools can offer visualization as post-processing, tracking or steering facilities (fig.1a) [MAR 90]. Post-processing (fig. 1a) only allows the user to graphically visualize the results of a simulation execution after all the data had been calculated or collected. No interaction with the source of the data is possible. Depending on the data the visualization can be more or less interactive: in a sequence of scenes, the user might advance or go back in the pool of images; in visualizing a tridimensional scene, the user might alter the point of view in order to improve the observation of the phenomenon under simulation. By tracking, one understands the visualization of simulation results during the execution, but without interaction, except the possibility of aborting the simulation (fig. 1b), while steering is the direct control of the simulation during the execution, thus allowing the user to change parameters and immediately visualize the effects of that action (fig. 1c).

While the concept of steering was conceived in the framework of continuous systems, where the model is generally represented by a set of equations, visual interactive simulation [HUR 76] appeared in the context of discrete-event simulation, where the model is described as a set of inter-related entities. Both, however, are concerned with providing visual representation of data and interactive facilities during execution, which are important goals in scientific computing [McC'87] because scientists base their decisions on the exploratory analysis of the data, testing various hypothesis and alternatives.

Regarding visualization, the major problem is related to the mapping between data and images, i.e., the selection of adequate visual representations. Rarely the designer takes into account that the process of perception is subjective, complex, and involves several variables. One of the fundamental principles in the development of visual interactive simulations is "get the user involved as soon as possible" [BEL 87] coincident with the commitment with the user needs in user interface design [SHN 87]. This minimizes some future problems but there is an increasing need for a methodology to support the selection of visual representations, depending on the entities, the information needed about the entities, the operations to be accomplished with the data, different techniques of graphical presentations, etc.

This paper presents a methodology that considers the classes of entities in the model, the classes of graphical presentation techniques, and the classes of queries that may be submitted by a final user about the model and/or data derived from the model. The visualization techniques consider perception issues necessary to construct images that carry the relevant information in an effective way. The methodology is generic and may be applied to the visualization of data collected from many sources, i.e., raw data gathered by instruments, results of scientific data analysis or results of simulation studies.

2 Related work

There are few efforts addressing methodological aspects in simulation studies or even in more general visualization applications - see, for example, [ELS 88] and [ROB 91] - contrasting with the great number of reports on techniques for generating images of the chosen representations (see [BRO 92]).
The user involved as soon as possible; 2) build the visual model before the mathematical model; 3) design the interaction as general as possible; and 4) try to transfer the simulation to the end user, allowing model building based on pre-defined modules. The different phases of a simulation study [BAL 90] must be addressed in such a methodology because visual representations may be used for showing both the communication model and the (statistical) results of the experiments [JOH 88].

While in discrete systems simulation, entities may be easily identified and represented by icons in a way that even observers not familiarized with the problem can understand the situation, complex phenomena do not map immediately to a visual representation and require the use of carefully chosen abstractions. This selection may be done following guidelines as those described by Elson and Cox [ELS 88] for the visualization of injection molding in post-processing stage: 1) only present the relevant information, i.e., only the fundamental variables for the posed question; 2) use the shape of icons to represent vectorial quantities; 3) use color to represent scalar values; 4) use animation to represent evolution in time, and 5) use different rendering techniques to represent global threshold changes in the phenomenon. A different approach is the use of icons associated with cursors, specially in 3D space, allowing spatial interaction in quantitative queries about the data [KER 90]. Wehrand and Lewis [WER 90] do not establish principles for the construction of visual representations, but describe an approach based on classes of objects and classes of operations. By observing the data, classes of objects are identified (scalars, positions, regions, etc); by determining the user goals in visualizing the data, classes of operations are also identified (reading variables, comparing variables, etc). A matrix objects x operations results, and a given problem may be subdivided into sub-problems, populating the cells of the matrix. A catalog of visualization techniques (actually visual representations) suitable for the objects and operations is formed when one fills the matrix with techniques. The visualization expert may select a technique for a given pair (object, operation) consulting this catalog.

The natural scene paradigm was chosen by Robertson [ROB 90] as the basis of a methodology for the selection of visual representations in scientific visualization because human visual mechanisms are developed to understand the 3D real world, i.e., 3D structures and scenes. Even observing bidimensional representations, visual abilities guarantee the perception of a 3D scene [HAB 82]. Like Wehrand and Lewis [WER 90], Robertson proposes the analysis of data and user goals. However, his methodology can be better applied to multidimensional data. The types and dimensionality of data variables are identified and the interpretation needs of the users are reduced to a set of general characteristics which are described by means of

Figure 1 - Types of visualization facilities [MAR 90]: (a) post-processing; (b) tracking; (c) steering.
attributes of variables. In the natural scene paradigm, properties of the scene represent attributes of variables to be visualized. The identification of these properties is made in the same way as the data analysis, resulting in a similar structure (data type, dimensionality, characteristics). Properties like surface height, surface covering material, material type, material condition, etc are used to describe physical attributes of a 3D scene. The mapping data attribute - scene property is direct, facilitating methodology automatization.

3 The bases of the methodology

As mentioned earlier a visualization methodology intended to be generic, i.e., to be applied to both simulation results and data gathered by different instruments, should consider the classes of entities and data involved, the classes of visual representations, and the classes of queries and interpretation needs. Actually, such a methodology should help the process of selecting an adequate visual representation for some pair {data, query}. The following sections present our understanding of such classes.

3.1 Characterization of entities and data

Usually simulation studies are based on inter-related entities owning properties (attributes represented by variables) or phenomena whose behavior may also be represented by properties varying during the simulated time interval. Often literature classifies data based on characteristics as data type, dimensionality, rank, etc [BRO 92], [ROB 90], [TRE 92].

Taking a generic approach, at first we classify the objects under study (see figure 2, at the end of the paper); after we address their static or dynamic attributes (properties). Objects in the model may be included in one of three classes, depending on the nature of the entities they represent, namely, discrete systems, manufacturable objects, real world entities or phenomena. Further, objects are characterized by attributes which in turn may be classified according to different criteria. In general, an object (described by data) is considered as a field or parameter of one or more values that is a function of one or more variables [BRO 92], [TRE 92]. We categorize attributes by the type, dimension, nature of their domain, and their distribution over the domain (figure 3). The paragraphs below explain how these categories may be interpreted.

The data type of an attribute indicates the classes of values that it can assume. An attribute is classified as a type point when the data corresponds to just a characteristic; there is no associated function. This is the case of the height of individuals of some population or the predominant flora of some region. Point attributes can assume numerical or nominal values. An attribute of type scalar denotes data that is sampled from a function over the domain of the attribute; examples are material density in medical data, temperature or pressure in a flow of some gas. A type vector attribute enables the representation of vectorial quantities as the velocity of winds or other flows. So, while a scalar is a single integer or real value, a vector is an n-uple of integer or real values. Attributes of type tensor arise in application areas such as computational fluid dynamics and finite element stress analysis; a second order tensor in 3D, for example, is represented by a matrix of nine components. A parameter set represents a collection of attributes that must be considered together in relation to another attributes. For example, the color of a pixel in an image is a parameter set (R,G,B). The type aggregation is used to classify attributes that are collections or organizations of data of any type. The three broad classes mentioned earlier (fig. 2) would rise to different interpretations of this type. For a model of a discrete system, this kind of attribute would contain the graphical description of the hierarchy or net of elements; this embodies the positions of icons representing elements and their connections. For a geometrically modeled object, the value of this sort of attribute would be some kind of geometric description of the object (polygons describing a mechanical part, for example). Finally, for a model of a real world entity this attribute would be used to define the mesh that specifies how values of other attributes map to some physical domain (for example, meteorological data about an area describing winds, pressure, temperature, and rain). An attribute of type aggregation may also be used to represent a series of data in time, i.e., the object may be represented as having a unique attribute of type aggregation constituted by n sets of data, each set corresponding to an observation.

The dimension of an attribute indicates if the value is defined over a 1D, 2D, 3D or higher dimensional space. Examples of 1D domain are distances measured from a point or some characteristic observed for an entity along a period of time. Classical 2D and 3D data are values observed for geographical (planar) and spatial areas, respectively. Examples of higher dimensional data may be taken from applications that generate multivariate data: remote sensing applications and statistical data about populations. The dimension of an attribute enables the representation of spatial, temporal, spectral and higher dimensional data.

The nature of the domain indicates if an attribute can assume values from an enumerated set or from a continuous domain. For continuous domains, the values may be distributed either discretely or continuously. Further a discrete distribution may be pointwise or over a delimited region. Considering a geographical area, an attribute that designates the height of the terrain is defined pointwise over a continuous domain, while another indicating the density of population in subareas is defined for regions rather than pointwise. Considering the fauna inhabiting this area, the number of individuals of each species is defined over an enumerated set; on the other hand, the total fauna density is defined continuously over all the region.
In the above discussion there is an important point that must be well understood, namely, the difference between domain dimension and cardinality of a parameter set. We refer to domain dimension as the number of independent variables of a function representing an attribute; if one of these variables is in reality a function, this variable is a parameter set and its cardinality is the domain dimension of the function. For example, in describing an image, we have \( F(x,y,\text{color}) \), where color is a parameter set (R,G,B). So, the dimension of the image is 2 and we are sampling an attribute color of type parameter set, with cardinality 3, over a 2D domain.

### 3.2 Classifying visual representations

Based on earlier studies [FRE 90], [FRE 92] we found close relationships between visual programming languages [CHA 87],[MYE 90] and visual simulation models, as well as, between program visualization and algorithm animation [BRO 88],[MYE 90] and visualization of simulation execution [MEL 85]. The last relationship was also pointed out by the participants of the Workshop on Scientific Visualization Environments [BUT 92].

In general, programs may be visually represented by several kinds of diagrams, forms (tables), and icons; for example, see [MOR 86], [SHU 85], and [GLI 90]. As to visual representations of simulation models, the first two classes are frequently used: block diagrams in GPSS/PC [COX 87] and in constructing SIMAN models [STU 90]; networks of icons in Slam's system [LIL 90], Slam II [ORE 90], and Witness [GIL 89]. Forms are used to specify experiments in SIMAN simulations. As to program visualization and algorithm animation, including data structures presentation, the iconic and diagramatic approaches are usually employed; see [BRO 88] and [FOL 86] for examples of iconic representations; [KRA 83] and [REI 84], for diagramatically monitoring program execution. Simulation systems that incorporate presentation of simulation execution or visualization of simulation results in post-processing usually use the iconic approach, letting to the user the construction of graphic representations of objects and scenarios. This can be seen in Witness, SIMAN/CINEMA [POO 90], Simscript II.5 with Simgraphics [CAC 91], and Slam/Tess.

Both the visualization of models of complex phenomena and the visualization of scientific data in general do not follow the paradigms cited above. Dynamic systems may be modeled in some simulation languages and packages using diagrams, but the output of experiments are better interpreted if presented in another way. We have already cited the works of Robertson [ROB 90], formalizing the natural scene paradigm for visualizing scientific data using 2D and 3D structures, and Kerlick [KER 90] discussing the advantages of using iconic objects associated to 3D cursors specially for quantitative queries about the data. In a more general sense, Lohse et al. [LOH 90] classified visual representations depending on the type of knowledge they convey. Five principal groups of visual representations arose from a cluster analysis of sorting data: graphs and tables, maps, diagrams, networks, and icons. The visual representations were chosen from popular books on graphics and visualization, but they did not include some typical images of scientific data, as stress information mapped onto a 3D mechanical structure or the trajectories of flow around an aerfoil.

Our classification considers that a visual representation intends to represent an entity or a phenomenon or to represent informations about them (structure, static properties, behavior or any combined informations). Based on addressing these requirements, and observing visual representations employed in several applications, the classification summarized in figure 4 arises.

These classes of visual representations embodies several ones provided by visualization techniques as those described by Broltie et al. [BRO 92]. Some examples are a bar chart (graph) representing the values of some attribute over time intervals; a 3D graph (class graph) showing in its height the value of some attribute of a 2D region; an image representing with different colors, different values of an attribute in some space; a diagram of icons representing the different entities in the structure of a system. The representation of the behavior of an object may be made by taking a sequence of changing visual representations (any of the above ones), and exhibiting it either in real time or in playback.

Regarding visual representations, another point deserves our attention. Visual programming languages are not only being used to represent simulation models; visual programming paradigms [AMB 89] are the current trend in the construction of user interfaces in modern visualization environments. The dataflow paradigm used in AVS [UPS 89], apE [DYE 90], and IRIS Explorer [SIL 91] is an example.

### 3.3 Addressing user's goals

The selection of a visual representation depends on the class of information the user needs to obtain from the data. While Robertson [ROB 90], [ROB 91] bases his methodology on three distinct interpretation aims depending on the user's needs - knowing the values at a point, the local distribution of values, and the global distribution of values -, Wehrrend and Lewis [WER 90] distinguish visualization problems as classes of operations, namely, identify, locate, distinguish, categorize, cluster, distribution, rank, compare, relate, associate, and correlate.

We distinguish the following user's goals in visualizing objects, i.e., entities, systems, or data in general:
1. identifying an object in a context;
2. analyzing the structure of objects;
3. analyzing static properties of objects;
4. analyzing dynamic properties of objects;
5. tracking the behavior of objects.

The identification of an object in a context is, for example, the goal of a user studying the behavior of individual entities in systems like supermarkets, banks, etc. In another class of applications, as surgical planning, identifying an object may be the depiction of the exact region to be extirpated by the surgeon. The analysis of the structure of a complex object is an usual goal in applications like simulation or analysis of network systems, modeling mechanical systems, or studying organs reconstructed from medical data. Distinguishing static properties is one of the major goals of scientific users; data gathered by instruments or produced by simulation or analysis tools are explored by the user searching for patterns or substructures (regions with same temperature values, for example). Analogously, the analysis of dynamic properties of the objects are another major concern of scientists or engineers: evolution of dynamic properties in time like the velocity of wind in a certain region or the length of queues in a bank simulation are examples from distinct application areas. The fifth user goal in visualization, namely tracking the behavior of an object, requires the display of images that dynamically depicts the changes occurring in the object. Some examples are a coal mine or a service bay in a railroad, and the reproduction of a meteorological phenomenon.

Some of these user's goals may be further refined in more specific needs. For example, analyzing the structure of a complex object may involve to locate elements and substructures or to categorize/cluster them. Distinguish/analyzing static or dynamic properties include operations like to compare, relate, correlate, and associate values of variables. Also, questions may be posed by a user about numerical values, without the need of conveying them to visual forms.

4. The methodology

The proposed methodology is not based on a paradigm chosen as the basic visual representation. In order to be generic it is based on the three subjects already discussed. We build a double entry table [class of data, class of query], which maps to adequate visual representations (fig. 5). The first three steps in the methodology correspond to the classical phases of determining the objects in the user's universe and the operations he/she needs to perform on the data: acquire knowledge about the data, determine user's goals; and refine user's goals in terms of queries. After these steps, specific phases leads to the selection of visual representations: match the [data, query] pair with one (or more than one) of the visual representations; and establish the valid composition of queries according to the chosen visual representations.

1. Acquire knowledge about the data:
   The classes of objects (according to figure 2) must be identified as well as their attributes in terms of type, dimension, nature, and distribution (figure 3).

2. Determine user's goals in terms of the necessary queries:
   a) questions concerning identification, i.e., which objects need individual identification;
   b) questions concerning analysis of structure: systems will be structurally described in terms of entities and relationships, physical objects will be defined by a geometric model, and collections of data must be distributed over regular and irregular grids;
   c) questions concerning static properties of objects and data, represented by variables: what are the static properties, how are they distributed over the object, what are the type, dimension, and nature of variables;
   d) questions concerning dynamic properties of objects, systems, and data: what are the dynamic properties, how are they distributed, what are the type, dimension, and nature of variables;
   e) questions concerning tracking/steering the behavior of objects and data: what variables may be queried, queries with visual results, queries with numerical results.

3. Refine user's goals, listing for each query:
   a) graphical and/or numerical results;
   b) objects or variables to which the query applies;
   c) parameters for processing the query;
   d) other queries with which the query in hand can be combined.

4. Match the [data, query] pair with one (or more than one) of the visual representations (fig. 5)
   a) identification of the object or entity in a context: icon;
   b) representation of the structure of the object:
      - block diagram (complex object)
      - icon diagram (multiple-entity system)
      - geometric model (physical object)
      - realistic model (physical object)
   c) representation of static properties of objects
      - scatter plot, to depict objects when they are described by multivariate data;
      - line chart, bar chart, and histogram, to depict values of properties of objects;
      - maps or images, representing (on the geometric model):
        . isovalue and line-based or discrete-shaded contouring;
        . surface-based contouring of regions of isovales;
- 3D graph depicting values of variables either in wireframe or as a shaded surface;
- 2D/3D graph with icons; each icon may incorporate several variables (color, height, shape, texture, type of rendering)
d) representation of dynamic properties of the objects:
- the same visual representations cited above may be used for representing dynamic properties considering them as functions of time;
- they also may be used to take snapshots of the state of the system at specific instants of time;
- the trends in evolution of values of objects may be represented by features of icons in maps or images.
e) tracking the behavior of objects and systems is obtained through controlled animation of visual representations.

5. Establishing the valid composition of queries as to the chosen visual representations

This can be understood as composition constraints, because they determine what visual compositions are perceptually unambiguous.

The methodology may be employed by a user of a visualization system, who needs to choose visual representations for some data, and also, by a system designer developing a specific visualization application. The latter will employ the methodology to choose visual representations in order to implement the corresponding visualization techniques. Two important situations must also be mentioned. First, instead of choosing a single visual representation for a pair (data, query), the system designer may select more than one representation in order to offer alternatives in an interactive interface. In this case it's up to the final user of the system to select the visual representation for a query. The second situation arises when the volume of data is extremely large: it will be necessary to have hierarchical visual representations in such a form that the final user can visually explore the data, selecting subsets (data culling [SPR 92a]), and zooming in and out. Since these hierarchical representations are also based on attributes of objects and user's goals, the methodology can also be employed to select them.

5 Final remarks

The work focuses the development of a methodology for choosing visual representations. The two first steps are classical phases in software engineering since they are concerned with requirements analysis. Step 3 is found in methodologies for interface design. Steps 4 and 5 are the specialized phases for choosing visual representations.

The methodology was successfully employed in the development of EFVis, a visualization system for the study of electromagnetic fields involving given objects [SCH 93]. EFVis has an interactive interface which offers facilities for selecting object and field attributes to be observed; the geometric model of an object may be displayed with visual representations of attributes depicted on it.

We are presently working on the development of an object-oriented framework associated with a visual language that supports this methodology by enabling the selection of data and object representations both for simulation studies and visualization of multivariate functions and data [FRE 93]. This framework is being conceived considering all the activities involved in simulation studies and data analysis process, i.e., it must support operations other than mapping data to images. Excellent discussions about phases of the simulation process and activities in scientific data analysis can be found in [BAL 90] and [SPR 92b], respectively.
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<table>
<thead>
<tr>
<th>Classes of objects</th>
<th>Definition</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>models of discrete systems</em></td>
<td>organized set of inter-related entities</td>
<td>computer network</td>
</tr>
<tr>
<td></td>
<td></td>
<td>manufacturing system</td>
</tr>
<tr>
<td><em>geometrically defined models</em></td>
<td>existing or manufacturable object</td>
<td>mechanical part</td>
</tr>
<tr>
<td></td>
<td></td>
<td>beam</td>
</tr>
<tr>
<td><em>models of real world entities</em></td>
<td>structured or unstructured set of data</td>
<td>meteorological data</td>
</tr>
<tr>
<td></td>
<td>an entity or a phenomenon</td>
<td>medical data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>populational data</td>
</tr>
</tbody>
</table>

Figure 2 - Classes of objects, interpretation and examples.

<table>
<thead>
<tr>
<th>Characteristics of attributes</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>data type</em></td>
<td>point (numerical or nominal)</td>
</tr>
<tr>
<td></td>
<td>scalar</td>
</tr>
<tr>
<td></td>
<td>vector</td>
</tr>
<tr>
<td></td>
<td>tensor</td>
</tr>
<tr>
<td></td>
<td>parameter set</td>
</tr>
<tr>
<td></td>
<td>aggregation</td>
</tr>
<tr>
<td><em>dimension</em></td>
<td>1D</td>
</tr>
<tr>
<td></td>
<td>2D</td>
</tr>
<tr>
<td></td>
<td>3D</td>
</tr>
<tr>
<td></td>
<td>nD</td>
</tr>
<tr>
<td><em>nature of the domain</em></td>
<td>enumerated set</td>
</tr>
<tr>
<td></td>
<td>continuous domain</td>
</tr>
<tr>
<td><em>distribution over the domain</em></td>
<td>member (enumerated set)</td>
</tr>
<tr>
<td></td>
<td>continuous</td>
</tr>
<tr>
<td></td>
<td>discrete (pointwise or by regions)</td>
</tr>
</tbody>
</table>

Figure 3 - Characterization of attributes.

*Anais do SIBGRAPI VI, outubro de 1993*
<table>
<thead>
<tr>
<th>Visual representation</th>
<th>Information conveyed</th>
</tr>
</thead>
<tbody>
<tr>
<td>icon</td>
<td>identification of the object in a context</td>
</tr>
<tr>
<td>graphs and tables</td>
<td>static properties of objects</td>
</tr>
<tr>
<td></td>
<td>evolution of properties in time</td>
</tr>
<tr>
<td>maps and diagrams/networks</td>
<td>structure of complex objects</td>
</tr>
<tr>
<td></td>
<td>static properties of objects</td>
</tr>
<tr>
<td></td>
<td>snapshot of the behavior of objects</td>
</tr>
<tr>
<td>images</td>
<td>geometric model of an object</td>
</tr>
<tr>
<td></td>
<td>static properties of objects</td>
</tr>
<tr>
<td></td>
<td>static properties mapped onto the geometric model</td>
</tr>
<tr>
<td></td>
<td>snapshot of the behavior of an object</td>
</tr>
<tr>
<td>sequence of maps, diagrams,</td>
<td>behavior of an object</td>
</tr>
<tr>
<td>networks or images</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4 - Classification of visual representations

<table>
<thead>
<tr>
<th>Object</th>
<th>User goal or query</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>identification of the object</td>
</tr>
<tr>
<td>entity in a system</td>
<td>icon</td>
</tr>
<tr>
<td>system</td>
<td>block diagram, icon diagram, network</td>
</tr>
<tr>
<td>physical object</td>
<td>icon</td>
</tr>
<tr>
<td>data taken from the real world</td>
<td>graph, icon</td>
</tr>
</tbody>
</table>

Figure 5 - Suggested visual representations for a given data and query pair.