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Abstract. This paper presents a new method for structuring and tracking of objects in video sequences. Our
approach is based on image moments and the bsp-tree data structure. We use invariant properties of these moments
to construct a bsp-tree and determine an ellipsis that approximates the object’s shape. Then, we employ this
information to track objects frame by frame through the image sequence. The method works well for segmented
images with a single object and we assume that the motion will not change abruptly.
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1 Introduction

The problem of localizing and tracking moving objects has
been an active research topic for the past years. During this
time, several approaches for tracking have been developed.

Local approaches, such as optical flow, [6, 1], provide
a low-level problem characterization and suffer from some
drawbacks [5].

Feature-based approaches are more robust in this re-
spect. Shi and Tomasi [2] for example, propose an opti-
mal feature selection criterion along with feature tracking
based on dissimilarity. Their method, however, fails for non
rigid surfaces. Other approaches for tracking parameterized
patches [3], also have the same limitation.

Techniques based on active contours (i.e. snakes) [7],
as the one proposed by Isidoro and Sclaroff [4], can track
deformable objects, but they need manual initialization.

Approaches based on shape models, using quadrics
and superquadrics [9, 8] for example, are very expensive
because of the calculation of model parameters.

In this paper we propose a new method that can track
several categories of objects, from rigid to deformable or
articulated. Our method works for image sequences involv-
ing an stationary background and one target object moving
through a fixed camera’s field of view. These assumptions
allow us to segment each image into a binary region repre-
senting the moving object by using background subtraction.
Moreover, we also assume that the motion is smooth.

Our approach is based on image moments. Moment
invariants allow us to infer the equivalent ellipse, i.e., the
best fitting ellipse for a target 2D object. Since an image is
the projection of a 3D scene, we can extend this property to
get the best fitting ellipsoid for the target 3D object. In [11],
ellipsoids are used to approximate the surface of a 3D object
from volumetric data. We work only with 2D information

and use image moments to perform structuring and tracking
of dynamic objects. In this context, moments deal well with
noise and uncertainty.

The algorithm is divided in two main stages. In the
first stage, we use moments to construct a bsp-tree[12] for
each frame of the sequence. This hierarchical representa-
tion approximates the object by 2k ellipses at each level k
of the tree. In second stage, we use the hierarchical struc-
ture of bsp-tree to track the object from frame to frame.

This paper is organized in five sections including this
introduction. Section 2 defines moments and discusses their
properties. Section 3 explains how the method approxi-
mates an object using ellipses and how the hierarchical struc-
ture is used for tracking. Results are shown in Section 4.
Finally, Section 5 concludes the paper.

2 Moments

Image moments and moment invariants play a very impor-
tant role in object recognition and shape analysis.

The general two-dimensional (p+q)th order moments
of a grey-level image f(x, y) are defined as:

mpq =
∫ ∝

−∝

∫ ∝

−∝
xpyqf(x, y)dxdy (1)

p, q = 0, 1, 2 . . .

Since we deal only with binary objects in this paper,
then f is the characteristic function of object G [10], and

mpq =
∫ ∫

G

xpyqdxdy (2)

p, q = 0, 1, 2 . . . .
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Figure 1: Approximation based on image moments: (a) source image, (b) enclosing rectangle, (c) enclosing ellipse

In the case of a digital image, the double integral in
(1) and (2) must be replaced by a summation. The most
common way to do that is to employ the rectangular (i.e.,
zero-order) method of numeric integration. Then, for bi-
nary images we have:

mpq =
∑
A

xpyq (3)

where the summation extends over all the elements in A,
i.e., all the “black” pixels in the image array.

With this framework we can design shape features or
measurements that are invariant to certain affine transfor-
mations 1.

The central moments are defined as:

µpq =
∑
A

(x − xc)p(y − yc)q (4)

where xc and yc are the coordinates of the center of grav-
ity c, or centroid, of the given object. These moments are
invariants to translation.

From the Eq. (3) we see that m00 is the area of the
pattern, i.e., the number of black pixels. The centroid c can
be calculated combining m00 with the image moments of
the first degree m01 and m10. Using the moments of the
second degree m11, m02 and m20, together, the orientation
of the object in the image can be calculated.

The binary image of the equivalent rectangle has the
same zeroth, first and second moments. The coordinates of
the centroid c = (xc, yc), the angle θ between the longer
edge and the x-axis, and the length of edges, (w, l), are
calculated as follows:

1We remark that, although we are discussing binary objects, it is pos-
sible to generalize all the following relations and results for grey-level
objects.

xc =
m10

m00
,

yc =
m01

m00
,

θ =
tan−1( b

a−c )
2

, (5)

w =
√

6(a + c −
√

b2 + (a − c)2),

l =
√

6(a + c +
√

b2 + (a − c)2),

where a, b and c are defined as:

a =
m20

m00
− x2

c ,

b = 2(
m11

m00
− xcyc),

c =
m02

m00
− y2

c .

Using these parameters we can infer the equivalent el-
lipse, where c will be its center and w and l, the major and
minor axes, respectively. Figure 1 illustrates the above con-
cepts. In the paper, we employ enclosing elements with
dimensions (2w, 2l).

3 The Method

The solution that we propose for the tracking problem is
divided in two main parts. In the first part we are con-
cerned in constructing a bsp-tree representing the object in
each frame of the sequence. This structure gives a hierar-
chical approximation of the object by a set of equivalent el-
lipses. In the second part, this hierarchical approximation is
matched frame by frame to track the target object. The first
part is explained in Subsection 3.1, below, and the descrip-
tion of the tracking algorithm is given in Subsection 3.2.



3.1 Construction of the BSP-Tree

For each frame of the image sequence a bsp-tree is con-
structed. In the tree each node represents an equivalent el-
lipse that approximates a part of the target object. Level k
of the tree (0 for the root) has 2k nodes, corresponding to
a set of ellipses that represents the object at that level. The
bsp-tree is assumed to have the same number of levels for
all frames of the image sequence.

Each node contains the following parameters:

• c = (xc, yc) - the object centroid and equivalent
ellipse’s center;

• d - the direction of the ellipse’s minor axis ;

• m00 - moment of the zeroth degree ;

• m01, m10 - moments of first degree;

• m11, m02, m20 - moments of second degree,

The above parameters are computed according to Eq. (5),
with exception of direction d, whose definition is:

d = (cos(θ +
π

2
), sin(θ +

π

2
)),

with θ as in (5).
Given a frame i of the sequence and the number k of

levels of the tree, the procedure that constructs the approx-
imating bsp-tree consists of the following steps:

1 - Compute m00, m01, m10, m11, m02, m20, c, d and get
the ellipse of center c and minor axis with direction d. Place
this information in the root node of the tree. (Figure 2(a))

2 - Subdivide the image in direction d and add two chil-
dren nodes to the root, each one containing the information
corresponding to one sub-image.(Figure 2(b))

3 - For each children node it recursively applies the algo-
rithm (steps 1 and 2) until reaching level k.

After applying this procedure for each image we will
get a new sequence of frames where the object structure is
represented by a set of ellipses. (Figure 3)
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Figure 2: Construction of the bsp-tree:
(a) level 0, (b) level 1

Figure 3: Object fitting by 2k ellipses at each level. Struc-
ture with 3 levels (0, 1 and 2).



3.2 Tracking

Define bspj and bsp(j+1) as the trees of frames j and (j+1)
respectively. For each pair of consecutive frames apply the
algorithm below:

1 - Parameterize the major axis of the ellipse in the root
node of bspj and bsp(j+1) between 0 and 1.

2 - In each bsp-tree orthogonally project the center of the
ellipses in children nodes on the parameterized axis of the
ellipse in the root node. (Figure 4)

3 - For each tree, calculate the distance of the two projec-
tions to origin of the parameterized axis. Then, make the
correspondence according to the distance of the projection
to the origin.

4 - Compute the geometric transformation between the el-
lipse in bspj and its correspondent in bsp(j+1).

5 -Repeat the procedures above for each children node in
bspj and bsp(j+1).

0

1
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Figure 4: Projection of the centers of the ellipses contained
in children nodes on the parameterized axis of the ellipse
contained in the root node

Then, given the sequence of frames, along with the
number of frames and levels of bsp-tree, specified by n and
k, respectively, we finally get the tracking algorithm:

Tracking(frames, n, k)
{

Compute_all_bsp(frames, n, k);
Compute_corresp_transf(frames, k);

}

4 Results

In order to demonstrate our algorithm we give three exam-
ples of shapes with different topologies. The first example,
shown in Figure 5, is a simple “S” shape. The second ex-
ample, shown in Figure 6, is a more complicated “X” shape
with branches. The third example, shown in Figure 7, is an
“O” shape which has a hole. Note that the method captures
the object shape very well in all cases.

The tracking procedure for matching the hierarchical
structure frame-by-frame still is currently being implemented.
Figure 8 shows preliminary results that indicate the accom-
plishment of our goals.

We intend in the future to apply the algorithm to track
real objects in video sequences. More specifically, we plan
to take advantage of grey-scale image sequences where the
camera remains stationary and the first frame has just the
background (Figures 9 (a) and (b)). In this case, we can seg-
ment each frame into a binary region representing the mov-
ing object by background subtraction (Figure 9 (c)) and ap-
plying a threshold. This pre-process provides an sequence
suitable for input into our algorithm (Figure 9 (d)).

5 Conclusion

In this paper we have proposed a method for structuring and
tracking objects in an image sequence. The algorithm uses
image moments to build a hierarchical structure which ap-
proximates the object by a set of ellipses at different levels.
Tracking is performed by exploiting structural and temporal
coherence of the representation.

Some problems that we did not address in this paper
are occlusion, tracking of multiple objects and motion dis-
continuities. Future work will go in these directions.
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