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Abstract—Facial expressions play a crucial role in human non-
verbal communication, and in the psychology field there is a
strong consensus on the existence of five key emotions: anger,
fear, disgust, sadness, and happiness. This paper aims to evaluate
multiple facial expression recognition detection models, assessing
their performance across different machines and databases. By
identifying the strengths and weaknesses of each option, the study
seeks to comparatively determine the most suitable model for
specific tasks or scenarios. For each computer, all databases were
processed through the usage of the detection models, while mea-
suring the required runtime for the facial expression detection.
The detection models: Residual Masking Network and Deepface,
were tested through the databases Extended Cohn-Kanade and
AffectNet. The assessed data point towards an average higher
accuracy for the model Residual Masking Network, but faster
runtime for Deepface. Thereby, Deepface may be preferentially
employed in scenarios where time constraints are a primary
concern, there is limited processing capability available, or an
emphasis on recognizing either happiness or neutral expressions,
while Residual Masking Network might be favored in striving
for a higher detection accuracy.

I. INTRODUCTION

Facial expressions play a crucial role in human non-verbal
communication, and while debates periodically happen in
the psychology field regarding the validity of certain labeled
emotions, such as “guilt”, there is a strong consensus on the
existence of five key emotions: anger, fear, disgust, sadness,
and happiness [1].

Furthermore, facial expressions extend beyond the com-
munication of emotions, and may also serve to convey the
intention of an individual in social groups [2], to determine
how people assess leadership capabilities [3], and even assist
in detecting the drowsiness of a driver [4].

Given the rising prominence of computer vision, as well as
machine learning, new detection methods for facial recogni-
tion, and facial expression recognition (FER), are constantly
being developed and released, many of which as freeware, and
often, as open-source projects.

With respect to this data, this research proposed to assess
different methods of FER, mainly through the parameters of
processing time and detection accuracy. Moreover, detection
models were evaluated through different databases, including
images captured in controlled and in-the-wild environments.
Furthermore, tests were performed in different computers,

including embedded systems, each with respective distinct
specifications.

A. Objectives

In essence, this research aims to evaluate multiple FER
detection models, assessing their performance across different
machines and databases. By identifying the strengths and
weaknesses of each option, the study seeks to comparatively
determine the most suitable model for specific tasks or sce-
narios, mainly focusing on processing speed differences across
different machines.

II. RELATED WORKS

Beyond the practical applications of the researches listed
in the Introduction, automated FER was used in a plethora
of scenarios, such as for assessing the reaction of humans
towards noise in urban centers [5], as well as predicting the self
reported stress of a driver [6] (similarly to the previously cited
study, which however assessed drowsiness). Moreover, some
articles aim to aid in the implementation of these technologies.
For instance, Li & Deng [7] offer a concise explanation of
the main steps involved in deploying FER models, along with
an extensive list of available technologies, in their article
titled Deep Facial Expression Recognition: A Survey, which
serves as a valuable reference for those seeking to initiate the
implementation of basic FER models.

However, it is essential to highlight that the majority of
research papers primarily concentrate on presenting the results
obtained from the implementation of FER models, rather than
the details of the implementation itself. Therefore, it is within
this context that this research was motivated, and its primary
objective is to contribute experimental data about the accuracy
and, more importantly, the processing time of FER models
when applied to diverse databases and machines. In doing so,
this study aims to contribute to the understanding of practical
application of FER models in various real-world scenarios.

III. METHODOLOGY

As for the Methodology, this section will be divided in four
(4) subsections: Materials, containing information about the
machines and databases required for this research; Image Pre-
processing, regarding common image pre-processing methods;
Facial Expression Recognition, in relation to the different



Fig. 1. Suggested pre-processing steps for Facial Expression Recognition. Original image available as open-source [8], further processing made by the author.

proposed models for FER; and Data evaluation, concerning
which types of parameters would be assessed throughout this
research.

A. Materials
The required materials for this research were: Machines, that

is, computers with enough processing capabilities to handle
image processing; as well as Databases, which allowed a
predictable image input. Both subsets will be described in the
subsequent particular sections.

1) Machines: Four distinct machines were utilized for
processing images of the databases. They will be referenced
in the following bold labels, across the paper, each respective
to their comparative hardware and software specifications.

Also, no Graphical Processing Units (GPU) were utilized
in favor of prioritising consistency and simulating real-world
scenarios, but they can also be employed to provide additional
detection acceleration.

• High-performance desktop: OS Windows 11, x64 Pro-
cessor, Intel® Core™ i7-4790 CPU 3.60 GHz, 16 GB
RAM.

• Standard desktop: OS Windows 10, AMD Ryzen 5 1400
Quad-Core CPU 3.20 GHz, 16 GB RAM.

• Standard notebook: OS Linux Mint 21.1 Cinnamon,
Intel Core i5-7200U CPU 2.50GHz × 2, 8 GB RAM.

• Raspberry Pi: OS Raspberry Pi Full, 64 bits, system
model 4B, Broadcom BCM2711 Quad core Cortex-A72
(ARM v8) 64-bit SoC 1.8GHz, 1 GB RAM.

2) Databases: The chosen databases were:
• Extended Cohn-Kanade Dataset (CK+) [9]: Database

containing both grayscale and colorized images, taken
in a controlled environment, with subjects ranging from
eighteen (18) to fifty (50) years of age with varied genders
and ethnicity. For this research, only labelled videos were
utilized, the first image of a sequence was taken as a
neutral expression, and the last three (3) as the respective
labelled emotion;

• AffectNet [10]: Database containing colorized images,
taken from varied internet sources in a non-controlled
environment (in-the-wild), with respective manually la-
belled facial expressions. The database used for testing
was the validation set, containing five hundred (500)
images per facial expression.

B. Image Pre-processing
Image pre-processing is often used for two (2) purposes: for

data augmentation, or to enhance the desired image processing.

Since all the tested FER models were downloaded pre-trained,
the data augmentation step was not necessary.

However, the processing enhancing steps were still desir-
able. For this, it was tested the added step of cropping the
boundaries of a face from an image, aiming towards reducing
the processing area to a minimum, as well as deploying a
pose-alignment model, for horizontally aligning faces, with
the objective of further normalizing data input.

These steps are depicted in Figure 1. From left to right,
it is portrayed in the images the processes of: detecting the
boundaries of a face, to cropping, horizontally aligning, and
the optional histogram equalization.

For facial extraction, the chosen method was a Haar-cascade
based model, from OpenCV [11]. In sequence, the chosen
method for facial alignment was the face landmark predictor,
from DLIB [12].

Furthermore, it is important to note that, even though in
real-world scenarios – such as by receiving raw images from
webcams – most pre-processing techniques would be useful,
some steps were redundant for some databases. For instance,
in AffectNet, validation images were already provided with
the facial boundaries cropped, through a similar cascade-based
OpenCV model to the one proposed – therefore rendering the
additional pre-processing step unnecessary.

C. Facial Expression Recognition

As for the FER, the chosen models for testing will be listed,
with a corresponding brief description.

• Residual Masking Network [13]: The FER is achieved
through the usage of four convolutional Residual Masking
Blocks, scoring facial features through the combination
of feature maps in a fully connected layer, producing as
an output one of seven facial expressions.

• Deepface [14]: Multi-purpose framework for facial at-
tribute recognition. Allows for detection of age, gender,
emotion and ethnicity, through the usage of state-of-
the-art models [15]. In addition, the framework includes
built-in image pre-processing (cropping and alignment),
through the usage of the mentioned models. Images are
also discriminated into seven (7) facial expression cate-
gories. For this study, the default VGG-Face model [16]
was employed.

D. Data evaluation

The key parameters under comparison will be processing
speed and accuracy of the FER models. For each database,



TABLE I
COMPARATIVE FACIAL EXPRESSION ACCURACY ACROSS DIFFERENT DATABASES AND MODELS

Database Model Facial Expression Accuracy (%)
Anger Disgust Fear Happiness Sadness Surprise Neutral

Ck+ RMN 85 85 56 96 92 86 85
Deepface 13 12 20 85 48 47 72

AffectNet RMN 62 45 40 82 55 58 61
Deepface 26 06 32 76 30 16 52

the data will be tested through the usage of four (4) distinct
computers, as well as two (2) recognition models, which
amounts to eight (8) rounds of detection.

Since for a fixed database and model, the detection accuracy
is not expected to vary, four (4) values will be compared (each
for a different combination of database and detection model).

IV. RESULTS

The results are presented in two (2) different subsections:
Accuracy, for data pertaining to matching facial expression
recognition to labelled data; and Processing time, for the
required runtime duration for processing the same data in
different systems.

A. Accuracy

Initially, the primary accuracy metrics are presented in the
Table I, where each row indicates the percentage of correct
identifications for each facial expression, that is, the frequency
of matching detected facial expressions to the respective ones
labelled, corresponding to a database and detection model.

1) General Comparison: As for comparing both models,
at first glance it is notable that the detection accuracy of
Happiness performed consistently as the highest metric, while
for facial expressions such as Disgust and Fear, the detection
displayed a subpar performance. A direct comparison between
the average accuracy is exhibited in the Table II.

TABLE II
COMPARISON OF DETECTION ACCURACY BETWEEN DIFFERENT MODELS

ON EACH DATABASE.

Database Model Average Accuracy (%)

AffectNet Residual Masking Network 57,6
Deepface 34,0

Ck+ Residual Masking Network 83,6
Deepface 42,4

In Table II, it is notable that for a single detection, the detec-
tion model Residual Masking Network performed with higher
accuracy than the default model from the Deepface framework.
For the AffectNet database, the performance difference was of
23.6%, while for the Ck+ dataset, the difference was of 41.2%.

However, though the average was notably different, the
difference was mainly driven from the very low scores of
accuracy for specific facial expressions, such as disgust. The
comparison data can be seen in the Table III, where each row

TABLE III
AVERAGE DETECTION ACCURACY FOR EACH FACIAL EXPRESSION

BETWEEN DATASETS AND DETECTION MODELS.

Expression Model accuracy (%)
RMN Deepface

Anger 73,5 19,5
Disgust 65,0 9,0

Fear 48,0 26,0
Happiness 89,0 80,5
Sadness 73,5 39,0
Surprise 72,0 31,5
Neutral 73,0 62,0

represents the average between the two (2) databases, for each
facial expression.

Where RMN stands for the average accuracy of the FER
through the Residual Masking Network Model – of both
datasets – and similarly is expressed in data in the Deepface
column.

B. Processing time

The processing time across different computers is presented
in the Table IV.

TABLE IV
PROCESSING TIME COMPARISON BETWEEN DIFFERENT COMPUTERS.

System Database Model Processing time (s)

1
AffectNet RMN 0.35± 0.04

Deepface 0.09± 0.02

Ck+ RMN 0.41± 0.02
Deepface 0.13± 0.04

2
AffectNet RMN 0.49± 0.04

Deepface 0.08± 0.02

Ck+ RMN 0.65± 0.04
Deepface 0.14± 0.02

3
AffectNet RMN 0.51± 0.03

Deepface 0.10± 0.06

Ck+ RMN 0.51± 0.04
Deepface 0.18± 0.02

4
AffectNet RMN 2± 2

Deepface 0.2± 0.1

Ck+ RMN 2.8± 0.5
Deepface 0.4± 0.1

In contrast to the accuracy results, the Deepface model
performed up to an order of magnitude faster than the Residual



Masking Network model. In the Processing time column,
the median duration is expressed in seconds (s), with the
respective following standard deviation.

Where, for each row in the System column, the number
indicates the respective computers, ordered by ascending pro-
cessing time:

• 1: High performance desktop
• 2: Standard desktop
• 3: Standard Notebook
• 4: Raspberry Pi

Further, analyzing the data on the Table IV, it is notable
that the processing time deviated greatly for the Raspberry
Pi, in comparison with the other systems. To the extent that
the average of the median times between the first three (3)
systems remained at 0.48 seconds for the Residual Masking
Network model, and 0.12 seconds for the Deepface model.
While, for the Raspberry Pi, the average was 2.4 and 0.3
seconds, respective to the both aforementioned models.

In average, the Residual Masking Network to Deepface
processing time ratio (RMN:Deepface), was:

• 4:1, for the first three (3) computers;
• 8:1 for the Raspberry Pi;

Indicating that, as an example, for the Raspberry Pi, an
image may take up to eight (8) times more seconds to be
processed through the Residual Masking Network than the
Deepface model.

V. CONCLUSION

The test results point towards the viability of both detection
models. However, some applications may benefit in using one
model rather than the other, for instance, if there is a strict time
frame for the detection, where Deepface has been assessed
to process images faster than Residual Masking Network.
Nonetheless, the opposite is true for implementations which
require a higher detection accuracy, which would point towards
the usage of Residual Masking Network instead.

Across systems, Deepface performed several times faster
than the RMN model. Which allows for, in real-world scenar-
ios, using more than one detection from Deepface to compare
to one recognition from RMN, favoring a weighted compari-
son between the two models, which may aid in bridging the
gap between the detection accuracy of both models.

Overall, Deepface has shown good consistency in detecting
the facial expressions of happiness and neutral, although
it performed more poorly for the other facial expressions.
Therefore, in applications where there is an interest in mainly
the detection of happiness and neutral expressions, the usage
of Deepface may be favored.

And, specifically for Raspberry Pi, the Deepface model per-
formed more consistently, which could be beneficial. However,
in the other systems where processing speed may not be a
bottleneck, both models may be used interchangeably, based
on the desired parameters.
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