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Abstract—This research aims to study the feasibility of glasses
with a camera as a guide for the visually impaired. This idea
will be developed to provide these people a way to “see, feel, and
experience” the world in a different way. Thus, the development
of such technology will be done employing Artificial Intelligence
and Computer Vision resources/software. Some attention is given
to visually impaired people, although many still experience great
difficulty getting around and living alone, directly impacting
their quality of life. Hence, implementing the proposed idea is
extremely necessary since it will bring a sense of the environment
to those who cannot visualize it and suffer daily. Therefore, the
research will consist of conducting an improved study on the best
methodology and technology to identify objects in front of blind
people. The objective is to identify the most relevant objects,
providing distance cues to the visually impaired person.

I. INTRODUCTION

There are approximately 36 Million visually impaired per-
sons in the world [1]. While innovation and technology
advance more and more in people’s lives, there are still
challenges for these people in terms of accessibility. The
difficulty in locomotion, the perception of where they are, and
difficulty in reading visual signals harm and hinder their daily
lives but are still very common.

In this sense, it is necessary to create some technology to
help in the daily life of these people regarding locomotion and
recognition of the environment and their surroundings. In this
way, with the aid of some existing computer software, this
work aims to develop a type of technology that provides help
for these people.

The idea is to use glasses with a camera that will analyze
and understand what is being visualized. It is worth pointing
out that the idea is to recognize the object in front of the
visually impaired person, and from this recognition, transmit
the information to the visually impaired person in a friendly
and accessible way.

II. DEVELOPMENT

The technology developed in this work makes use of meth-
ods from computer vision [2], an area of knowledge that is
inspired in the human vision to develop computer algorithms
that have been revolutionizing science.

The concepts of computer vision work by processing real-
world images in a computer, which helps create new tech-
nologies through applications such as the detection of visual
information in the environment. In this work, the recognition
of relevant objects is done through a webcam which transmits

an image that is feed to an algorithm implemented using
Python language [3], with the help of the OpenCV [4] library
and a deep learning detection system powered by the YOLO
[5], an object detection algorithm, making this idea possible.

A. Computacional Vision

A use-case study is the starting point for understanding the
idea and challenges that the users face on a daily basis. With
their feedback, the planning and implementation of the work
can be done, providing and prototype based on a practical
algorithm that is simple to use. The use-case study will provide
information on the most important objects to be tackled by our
method and how to present this information in a friendly and
useful manner to the user.

The scope of this work starts with the development of the
application based on the Python language. The pre-processing,
image manipulation, and additional image processing are
handled by the OpenCV library that provides ready-to-use
algorithms and methods. With the image data formatted in
the appropriate shape. Object detection is performed by a
pre-trained neural network developed using the YOLO archi-
tecture. The YOLO convolutional neural network (CNN) is
capable of identifying a group of pre-determined objects. An
example of object detection is shown in Fig.1.

Fig. 1. Object detection example. The bounding box accompanied by its label
identifies objects and their spatial position in the image. Source [6]

Initially, we chose to adopt a CNN pre-trained on the COCO
[7] dataset for our first prototype. We plan to identify the most
important objects and train a neural network on a new dataset
that contains only the most relevant objects in the future.

The input of our algorithm is an image provided by a
camera located in the glass of the user. We feed the frames
captured by this camera to the python algorithm that should



output the detected objects and their spatial position. With
the provided information, we are able to provide a piece of
feedback information to the users about the environment in
their surrounding area.

B. Object Detection

As shown in Fig.1, it is possible to notice several ob-
jects detected, which leads to some questions about how
the programmed software can recognize each object? What
differentiates them?

The computer vision method is based on a neural network
that is capable of distinguishing each object based on its details
and a kind of pre-defined notion that is learned through a
training process in which we provide a dataset containing the
objects and their position information. The training process
is performed a single time. After this process is over, the
algorithm is capable of recognizing the objects that were
present in the image based on the provided dataset.

It is worth pointing out that these requirements for the
application of the project will be refined in order to recog-
nize objects closer to the visually impaired person and not
unrelated/unimportant objects.

C. Convolutional Neural Network

A convolutional neural network [8] is a network that uses
filters to identify what is being processed. The core idea of
this type of technology is to process a set of filters on a given
image, refining it to a certain level, creating a type of output
data that allows the image to be represented.

This principle consists principally of three types of layers
that serve to do this idea of content filtering, called: con-
volutional layer, pool layer, and fully connected layer. The
extraction of this data is allowed by some weights. Such
weights end up contributing to the definition of the image so
that, in an overview, the filters applied to the images end up
generating a certain final data that results in a vector containing
information that aids in recognition of the image. This idea of
convolutional layers aims to overcome an intense process of
identifying and engineering features that help in decoding and
analyze the images for detection, classification, and regression
tasks.

Fig. 2. EXAMPLE OF A CONVOLUTIONAL NEURAL NETWORK.
Source [9]

D. Hardware Resources

With the software portion of the method worked out, we
now have the question of defining the hardware technology
that will be employed in this project. In computational terms,
we choose to use a ’mini-computer’ , Jetson Xavier (Fig.3),
which is a deep learning specific hardware optimized for
neural network inference that will be used to run all of the
developed algorithm implementations.

For image capture, a high-quality webcam will be used to
get every possible detail. Finally, to consolidate all these tools,
we have the frame of a pair of glasses with a certain lens
that will not affect the technical aspects. The frame should be
robust enough to secure the webcam while allowing the user
to be comfortable while using our prototype.

Fig. 3. JETSON XAVIER

The choice of each of these elements was made with the
needs of the project in mind, where the glasses were taken
into consideration due to the fact that they are in an excellent
location that allows a large field of view for the accessory to
identify as many objects as possible and thus avoid any kind
of problem during detection.

This technology has the opportunity for drastic changes in
the lives of several visually impaired people. Many people
suffer nowadays in several aspects related to mobility because,
besides the difficulty of having an idea of what is in front of
them, there are still other issues, both social and infrastruc-
tural, that hinder the locomotion of these people.

This work aims to prove the viability of this concept
by using well-established methods of computer vision. This
work aims to be a technological innovation by providing an
application that affects blind people, contributing to a new
lifestyle with more safety and mobility.

III. ANALYSE AND TESTS

A user study will be performed with the objective of
knowing and ascertaining the needs of a visually impaired
person.

The user study will be held with a group of blind people,
which will provide information about the main problems faced
in their daily lives, thus helping in the best development of
the technology in question. In addition, a code analysis will
be done to adapt our methodology to their needs.



Since we use the YOLOv4 [10] of-the-shelf convolutional
neural network for part of our computer vision solution, we
will make performance tests regarding inference time, object
detection accuracy, and usability of this algorithm. The main
objective of those tests is to identify flaws in the algorithm in
order to adapt and improve the CNN model for our use case.
For example, it is important to detect true-negative inference
results in order to ensure that our system is reliable for the
real-use scenario.

IV. FUTURE WORKS

As future work, we plan to improve the developed applica-
tion to infer the distance of objects by employing depth-based
estimations. With depth information, the application will be
able to provide more accurate and valuable information to the
users.

We also aim to research different architectures, to improve
and optimize the inference time by reducing computational
cost and allowing a smooth experience for the users. In
addition, seeking to establish a method for that does not
require a high-end GPU [11] for training purposes, we plan to
study different models, such as YOLOv4-tiny, which focus on
a CNN with few layers in order to improve the training and
inference time.

As previously discussed in relation to neural networks, our
initial work focus on the COCO dataset, a standard dataset for
object detection. Although it contains a series of objects, we
plan to augment this dataset by providing new samples that
are relevant to our application.

V. CONCLUSIONS

A headset glasses aiming to help in the mobility and envi-
ronment of visually impaired people is a suitable application
of the existing computer vision technologies.

Our work purpose is to detect objects in the field of view of
the user that may affect the trajectory of the visually impaired.
While off-the-shelf solutions can perform the detection of
many objects, this work aims to refine current solutions to
identify and detect specifically the most relevant objects that
aid the visually impaired in their daily lives. We focus on
the accuracy of this recognition and the inference time. We
plan to produce the first prototype with spatial information
and improve this prototype in the future by providing depth
cues to the estimation model. The addition of depth cues would
allow the inference of distance and the ability to provide some
kind of importance sampling of objects.

The development of our application and prototype is still
in a working-in-progress phase. The application development
is still in the early phases, but we are already obtaining few
encouraging results. Although the tests are still in the planning
phase, this is an important step to validate our approach. In
addition, the study of some detection issues is still necessary.
We aim to provide a precise classification to improve the
usability of our method
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[2] K. Engenharia. (2021, jun) VisÃo computacional. [Online]. Available:
https://kotengenharia.com.br/visao-computacional-o-que-e/

[3] U. Roveda. (2020, oct) O que é python, para que serve e
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