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Abstract—In natural language processing, text representation
plays an important role which can affect the performance of
language models and machine learning algorithms. Basic vector
space models, such as the term frequency-inverse document fre-
quency, became popular approaches to represent text documents.
In the last years, approaches based on word embeddings have
been proposed to preserve the meaning and semantic relations of
words, phrases and texts. In this paper, we focus on studying the
influences of different text representations to the quality of the
2D visual spaces (layouts) generated by state-of-art visualizations
based on point placement. For that purpose, a visualization-
assisted approach is proposed to support users when exploring
such representations in classification tasks. Experimental results
using two public labeled corpora were conducted to assess the
quality of the layouts and to discuss possible relations to the
classification performances. The results are promising, indicating
that the proposed approach can guide users to understand the
relevant patterns of a corpus in each representation.

I. INTRODUCTION

In text classification and analytics, an important concern
refers to the representation of text documents. The unstruc-
tured nature of original texts demands the use of techniques
to transform them to structured manner, so that they can
be compared using distance functions, as well as processed
by machine learning and visualization techniques. Tradition-
ally, the Bag-of-Words (BoW) and term frequency-inverse
document frequency (tf-idf) techniques have been employed
in most text mining tasks due to its efficiency to compute
the feature vectors, also allowing to determine the similarity
between text documents. However, these representations lack
to preserve the semantic relationships and the meaning of
sentences and words regarding the document context.

The recent advances in modern computers have enabled
the development of language models based on deep neural
networks which are capable to capture implicit information
of texts. In this sense, word embeddings [1] have emerged
as powerful approaches to represent words, sentences and
documents. However, some visualization techniques, such as
the multidimensional projections [2], demands to compute
dissimilarities between documents using its underlying feature
vectors. This motivated us to investigate the use of word

embeddings for document representation as an alternative to
the BoW and tf-idf, so that the obtained feature vectors can
be successfully employed for text visualization.

We also know that, due to the complex nature of high-
dimensional space, any reduction applied by visualization
techniques will manifest significant distortions giving mislead-
ing results. Therefore, several surveys presented comparisons
of techniques to help choose the appropriate method [3]–[5].
However, to the best of our knowledge, there are not many
researches focused on combining visualization techniques with
word embedding based techniques. This also motivated us
to present this more restricted study to better transform and
visualize the texts.

This paper describes a comparative study of feature space
visualizations using projection techniques and their respective
classifications, as well as an investigation of the relationship
of bi-dimensional visual spaces’ (layout) qualities and its
relation to classification performance. For that purpose, we
propose a method constituted by text preprocessing, feature
extraction using classical approaches and word embeddings,
and text visualization based on point placement strategies:
Principal Component Analysis (PCA) [6], Isometric Feature
Mapping (Isomap) [7], Uniform Manifold Approximation and
Projection (UMAP) [8], Locally Linear Embedding (LLE)
[9] and t-Distributed Stochastic Neighbor Embedding (t-SNE)
[10]. Finally, the assessment of layout quality is performed
using metrics regarding neighborhood preservation and cluster
separation.

The paper’s main contributions are:
• a comparative study of different text representation ap-

proaches and how they affect the quality of 2D visual
spaces (layouts) generated by visualizations based on
point placement;

• a visual approach of feature spaces that allows users to
analyze the essential information and meanings of text
documents according to the various structured represen-
tations;

• a strategy to assess the quality of point placement-based
visualization by using well-known metrics and attempting



to make relations with the performance of classification
tasks.

This paper is organized as follows. Section II presents
some related works on feature engineering and visualization
based on multidimensional projections using text corpora
and images. Section III details the proposed method and its
constituting steps. Section IV describes the experiments to
validate the proposed method and discusses the results. Finally,
Section V concludes the paper and introduces possibilities for
future work.

II. RELATED WORK

In the last decade, visualization approaches have been
employed in several natural language processing tasks such as
text classification [11], [12], topic modeling [13] and sentiment
analysis [14], [15]. Recent researches related to the visual
exploration of feature spaces of textual data have also been
proposed and are discussed next.

Motta et al. [16] introduce measurements of visual proper-
ties and preservation of original space properties and discusses
the local and global behavior of projection techniques, consid-
ering various mappings of real and artificial datasets. In this
way, the study presents strategies for interpreting the layouts,
while comparing them regarding some graph-based measures
and properties.

Embedding Projector [17] is a web application tool launched
by Google as part of the Tensor-Flow framework, for interac-
tive visualization and analysis of high-dimensional data. This
can be useful for viewing, examining, and understanding its
embedding layers. Currently, the Embedding Projector offers
three methods for reducing data dimensionality in visualization
processes: Uniform Manifold Approximation and Projection
(UMAP), Principal component analysis (PCA), t-distributed
stochastic neighbor embedding (t-SNE) and custom linear
projections.

Shusen Liu et al. [18], on the other hand, present novel
approaches to compute linear embeddings of semantic rela-
tionships and two novel views for a comprehensive study of
analogy relationships. In addition, t-SNE embeddings have
been augmented, incorporating per-word distortion metrics, as
well as an interactive display of neighboring words in high-
dimensional space. In this sense, it was possible to intuitively
illustrate the most relevant and reliable features in data.

Particularly, the most of literature researches related to
visual text analytics represent text documents using the well-
known vector space model, specifically BoW or tf-idf ap-
proaches. However, recent techniques based on word embed-
dings and transformers have shown to be powerful in Natural
Language Processing (NLP) tasks in which the meaning and
semantic relationships are relevant for the underlying tasks.
Therefore, we propose to explore and evaluate the quality of
layouts obtained by point placement-based visualizations using
corpora presenting different text representations and relate it
to the classification performances.

III. PROPOSED METHOD

The proposed method is depicted in Figure 1 and receives a
corpus (text collection) as input. First, a text preprocessing is
performed prior to the feature extraction which can comprises
tf-idf [19] and word embeddings techniques: word2vec [1]
[20], Global Vectors (GloVe) [21] and Bidirectional Encoder
Representations from Transformers (BERT) [22]. After that,
point placement-based visualization techniques are used to
represent graphically each text document of the corpus in
the visual space (layout). Finally, the quality of the obtained
layouts are evaluated using metrics that measures the groups
separation and neighborhood preservation.

Fig. 1. Overview of the proposed approach.

A. Text preprocessing

Initially, a text preprocessing step is performed, which
consists of: converting all uppercase characters to lowercase;
tokenizing the text using NLTK’s [23] recommended word
tokenizer; retaining only words in which all characters are
letters of the alphabet; and applying lemmatization and groups
the tokens to form the text document. The removal of stop-
words or more frequent words was performed internally by
each technique.

B. Feature extraction

The feature extraction aims to generate feature vectors
from the preprocessed text in order to enable the use of the
visualization techniques and the classification models. The
first text representation technique is tf-idf, which computes
a feature vector for each document.

It is worth noting that word embedding techniques output
a single vector of real values for each word of the corpus.
These vectors present a fixed size and concentrate information
regarding semantic relationships which allows to associate the
context to its meaning. As text documents contain different
numbers of words, we follow the strategy described by [24],
[25] to obtain a single vector representing each text document.
For that purpose, the “document vector” is obtained by aver-
aging the word vectors and weighting them according to the
frequency of each word. The same strategy is employed for
the obtained global vector using GloVe.

In BERT, the idea is to consider transfer learning by means
of pre-trained “bert-base-uncased” model provided by the
Hugging Face transformers. The contextual embeddings of the
last layer were extracted by disregarding the fine-tuning of any
BERT parameters. This strategy is similar to that presented
by Devlin et al. [26], which concluded that the performance
obtained by concatenating the token representations of the top



four hidden layers of the pre-trained Transformer, using them
directly in the downstream task, is comparable to that fine-
tuning the entire model (including the BERT parameters). Prior
to the model’s training, the corpus was prepared by including
two special tokens in the text: a token “[SEP]” to separate two
sentences and a classification token “[CLS]” which refers to
the first token of each tokenized sequence.

C. Visualization based on point placement

As a result of the previous step, the documents of the input
corpus were transformed to feature vectors, which defines
a high dimensional space. The goal of this step is to map
the multidimensional instances to a bi-dimensional visual
space (layout) so that we can visualize the similarity relations
between text documents.

For that purpose, we consider four multidimensional projec-
tion techniques: Principal Component Analysis (PCA), Isomet-
ric Feature Mapping (Isomap), Uniform Manifold Approxima-
tion and Projection (UMAP) and Locally Linear Embedding
(LLE). Additionally, the visualization technique t-distributed
stochastic neighbor embedding (t-SNE) is also employed due
to its previous successful applications in visual text analysis
processes.

D. Quality assessment of layouts

The generated layouts are then evaluated using two state-
of-art metrics that can evaluate the neighborhood preservation,
cluster separation and the similarity preservation among in-
stances. These metrics were selected since we are following
the quality assessment strategy presented in related researches
[16] [27] [28].

The trustworthiness is a metric based on neighborhood
preservation which expresses for each instance in the original
space, the proportion of k-nearest neighbor points that are
retained in its k-neighbor points in the visual space. For each
k, we compute this reliability by averaging the precision for all
text instances. Values close to one indicate higher preservation
of local structure of the original space in the layout.

The separation of grouped points in the layout is evaluated
using the silhouette coefficient. For an instance x, the cohesion
a(x) is computed according to the mean intra-cluster distances,
while the separation b(x) is obtained by the minimum distance
between x to any other instance belonging to another cluster.
Eq. (1) presents the silhouette coefficient s(x) for an instance
x:

s(x) =
b(x)− a(x)

max(a(x), b(x))
, (1)

in which we consider the average value of all silhouette
coefficients regarding the instances in the corpus. Coefficient
values closer to 1 indicate better cohesion and separation
amongst clusters.

IV. EXPERIMENTAL RESULTS

In this section, we perform experiments in order to compare
the quality of the layouts obtained by the visualizations based

on point placement. The evaluation considers the metrics
described in the previous section, as well as corpora of
different aspects. The proposed method were coded in Python
3.8, in which the multidimensional projections were used from
the scikit-learn 1 and umap 2 alongside plotly 3 to generate
the graphics. The libraries gensim 4 and transformers were
employed for feature extraction from text documents. The
hyperparameters of the visualization techniques were adjusted
based on visual analysis of the generated layouts and by
considering the values of the layout evaluation metrics in
some runs. Moreover, the classifier hyperparameters were set
according to the results provided by the optimization approach
RandomizedSearchCV 5.

In our experiments, we considered two public corpora from
the Hugging Face library [29]: “amazon polarity” [30] and
“ag news” [31]. The first one is appropriate to text and
sentiment classification, and consists of amazon analytics over
an 18-year period, including about 35 million analytics as
of March 2013, product information and users, ratings etc.
“ag news” is a simple text review corpus for text classification
tasks and it is defined by a collection of approximately 1
million news articles gathered from over 2000 news sources by
“ComeToMyHead” in over a year of activity. As these corpora
are very large, we subsample 7000 and 7600 documents from
the “amazon polarity” and the “ag news”, respectively.

A. Quality assessment of layouts

In order to study possible relations between the quality
of layouts and the classification performance, we perform a
classification evaluation using the corpora. In this sense, the
low dimensional space generated for the text visualization is
used as input to a classifier based on Support Vector Machines.
For the sake of simplicity, we apply Holdout Cross Validation,
in which 2/3 of the data instances are used for training and
the remaining are used for test.

Tables I, II, III and IV present the results of the silhouette
coefficient (SC) and the F1-Score from the SVM classification
on the test sets of both corpora regarding tf-idf, word2vec,
BERT and GloVe combined with each visualization technique,
respectively. The results related to “ag news dataset” show a
relationship between SC and classification accuracy, indicating
that well-formed clusters are associated to higher F1-Scores.
On the other hand, the results obtained using the “ama-
zon polarity” were affected by the overlapping of clusters in
the low dimensional spaces.

Figures 2 and 3 show the preservation of the neighborhood
by varying the number of nearest neighbors in relation to
each data instance. In “amazon polarity” corpus, word2vec
presented the best precision scores and t-SNE also yielded
satisfactory neighborhood preservation technique. However, in

1https://scikit-learn.org/stable/
2https://umap-learn.readthedocs.io/en/latest/
3https://plotly.com/
4https://radimrehurek.com/gensim/
5https://scikit-learn.org/stable/modules/generated/sklearn.model selection.

RandomizedSearchCV.html



Fig. 2. Trustworthiness computed from the layouts generated by the visual-
ization techniques using the “amazon polarity” corpus.

Fig. 3. Trustworthiness computed from the layouts generated by the visual-
ization techniques using the “ag news” corpus.

the “ag news” corpus, word2vec and GloVe showed superior
performances along with t-SNE.

In the layouts obtained by t-SNE, the decay of scores
for increasing number of neighbors was expected since the
algorithm aims to preserve only the closest neighbors of each

Techniques amazon polarity ag news
SC f1-score SC f1-score

tf-idf + PCA 0.02 0.57 -0.12 0.23
tf-idf + t-SNE 0.00 0.47 0.21 0.80
tf-idf + UMAP 0.00 0.51 0.21 0.79
tf-idf + Isomap 0.00 0.34 0.19 0.55

tf-idf + LLE 0.00 0.34 -0.03 0.09
TABLE I

SILHOUETTE COEFFICIENT (SC) AND F1 (CLASSIFICATION) SCORES FOR
TF-IDF.

Techniques amazon polarity ag news
SC f1-score SC f1-score

word2vec + PCA 0.01 0.34 -0.04 0.24
word2vec + t-SNE 0.01 0.52 -0.03 0.34
word2vec + UMAP 0.01 0.53 -0.03 0.28
word2vec + Isomap 0.01 0.53 -0.04 0.27

word2vec + LLE 0.01 0.53 -0.05 0.09
TABLE II

SILHOUETTE COEFFICIENT (SC) AND F1 (CLASSIFICATION) SCORES FOR
WORD2VEC.

Techniques amazon polarity ag news
SC f1-score SC f1-score

BERT + PCA 0.00 0.34 0.04 0.46
BERT + t-SNE 0.01 0.60 0.21 0.79
BERT + UMAP 0.01 0.56 0.20 0.77
BERT + Isomap 0.01 0.55 0.18 0.72

BERT + LLE 0.00 0.34 0.18 0.09
TABLE III

SILHOUETTE COEFFICIENT (SC) AND F1 (CLASSIFICATION) SCORES FOR
BERT.

Techniques amazon polarity ag news
SC f1-score SC f1-score

GloVe + PCA 0.00 0.34 0.22 0.69
GloVe + t-SNE 0.01 0.55 0.27 0.84
GloVe + UMAP 0.01 0.54 0.26 0.82
GloVe + Isomap 0.00 0.34 0.26 0.76

GloVe + LLE 0.01 0.34 0.23 0.09
TABLE IV

SILHOUETTE COEFFICIENT (SC) AND F1 (CLASSIFICATION) SCORES FOR
THE GLOVE.

point, thus effectively ignoring the most distant ones. Fur-
thermore, as t-SNE is able to reflect the similarities between
high dimensional data points, the satisfactory results regarding
neighborhood preservation were expected.

It is important to note that word incorporation techniques
word2vec and GloVe considerably affect the placement of
dots in the layout and therefore have a strong influence on
the layout generation. This can be verified in obtaining better
reliability scores (neighborhood preservation) obtained when
text documents are represented by these techniques, even
when they are projected by LLE and Isomap, considered less
efficient than other algorithms. Word2vec gave scores around
0.78 and 0.85 and GloVe gave scores around 0.82 and 0.80
when “ag news” corpus are projected with LLE and Isomap
respectively.

B. Visual analysis of text collections

Figure 4 depicts the layouts obtained by the visualization
techniques PCA, t-SNE, UMAP, Isomap and LLE using 7000



Fig. 4. Layouts produced by the visualizations PCA, Isomap, LLE, t-SNE and UMAP using the “amazon polarity” in different representations.

Fig. 5. Layouts produced by the visualizations PCA, Isomap, LLE, t-SNE and UMAP using the “ag news dataset” in different representations.

instances of the corpus “amazon polarity” represented by tf-
idf, word2vec, GloVe and BERT. It is possible to verify two
groups of positive and non-positive comments of the corpus
presenting overlap in the layout. Therefore, it is not possible
to identify the best layout in advance by visual analysis.

In Figure 5 with the projections of 7600 instances of the
corpus “ag news”, the visual analysis allows to identify the
separation of classes visually better in the projections of word
embedding tf-idf, BERT, and GloVe. The results obtained
using word2vec can be improved to by incorporating a Neural
Network layer on top of word vectors of a document to
combine them. This method can also be extended to GloVe.

We can also conclude that f1-score is more strongly related
to SC than to neighborhood preservation. For instance, we ver-
ify in the “amazon polarity” corpus that the best sorting accu-
racies, with f1-score above 0.5, also had the best neighborhood
preservation. However, in the “ag news dataset”, the combi-
nation of word embedding techniques, BERT and GloVe, with
the most successful visualization techniques according to the

literature, t-SNE and UMAP, yielded in better defined clusters
in the associated layouts and, consequently, higher f1 scores
in the evaluation of classification performance.

The low performance of PCA in the classification tasks
and layout qualities for both corpora can be explained by the
common local structures of feature spaces obtained by the
document representations, thus affecting the capture of data
variability in two principal components.

V. CONCLUSION

This paper described a study to compare visualization to
explore feature spaces of different text document represen-
tation. Visual representations can be considered as a guide
for understanding the behavior of features in terms of the
similarity or dissimilarity of textual documents. Various word
embedding techniques along with point placement-based vi-
sualizations were analyzed and compared in relation to the
quality of the resulting layouts and a classification task.



The experimental results showed that layouts depicting
grouped points, especially those presenting higher silhouette
scores, are associated to superior rankings. Furthermore, it was
possible to represent document by feature vectors obtained
from word embeddings, since BERT, word2vec and GloVe
achieved satisfactory layout quality when employed with pow-
erful visualizations, such as t-SNE.

Future work can be guided to incorporate other techniques
and word embedding models such as Doc2Vec [32], GPT [33],
RoBERTa [34], ELMo [35] etc. Additional metrics for layout
quality assessment will be investigated, such as Shapley values
and Neighborhood Hit. Finally, this research will explore an
interactive visual exploration tool of text collections, retaining
user control and allowing users to transform the feature space
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