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Abstract—A significant amount of companies still depends
on printed documents, such as healthcare reports, engineering
specifications, or historical documents. Those documents are
diverse in terms of layout and content, thereby it requires
different approaches for each document structure, which makes
information extraction a costly and inefficient task. We classify
documents into three categories, non-structured, semi-structured,
and structured documents. The last one being the focus of the
present work. We propose a pattern recognition method for
structured documents with an anchoring relationship between
question-answer objects through a system of hypotheses and a
probability distribution in order to identify which predefined
model the document belongs to. Therefore, acting as a system
for both identification and content extraction to structured doc-
uments. The method has promising results for pattern recognition
from all document models, with 78% to 97% objects extracted
correctly.

I. INTRODUCTION

In the last years, the importance of digitizing, sharing,
retrieving and storing large amounts of data has become
evident after the continuous advancements in IT and computer
science in general [1].

However, a significant amount of the industry still depends
on printed documents, such as healthcare reports, engineering
specifications, or historical documents [2]-[4]. Frequently,
those documents are diverse in terms of layout and content,
which makes automatic information extraction a costly and
inefficient task [S]-[7].

Usually, methods for automatic information extraction of
printed documents requires additional steps, such as pre-
processing the document and transforming the text from an
image to searchable text. The latter is achieved through optical
character recognition (OCR).

After the mentioned steps, algorithms and techniques can
be implemented to attribute semantic meaning and relate the
entities identified in the sparse text acquired from the OCR
tool. Such approach is called form understanding [8].

It is possible to apply form understanding in non-structured,
semi-structured, and structured documents. The last one being
the focus of the present work. Describing the structured
document’s logical structure enables to predetermine a set of
instructions to specify how to extract the desired information
from data through a rule-based approach [9] [10].

Since the rules of a traditional rule-based system are written
manually, the approach tends to have good performance. How-

ever, rule-based system present scalability issues because the
processing of rules becomes time expensive with an increase
in difficulty due to manual description of heuristics [10].

To overcome the above problems, we propose an informa-
tion extraction method for structured documents with an an-
choring relationship between question-answer objects through
a system of hypotheses and a probability in order to identify
which pre-defined model the document belongs to. Thereby,
acting as a system for both identification and content extraction
to structured documents.

As a case study, our two datasets were mainly composed
of engineering documents from the shipbuilding and offshore
industry.

Contributions of the work are as follows: a rule-based
approach to cope with printed forms and structured documents
together with a probability hypothesis testing, a quantitative
evaluation of the feature extraction process for each class of
the dataset, it sheds some light on the lack of expressivity and
traceability transparency in deep learning approaches, and fair
results on extracting information from documents (between
78% and 97%, depending on the document class).

II. RELATED WORK

In order to understand further details on the mentioned
subjects, the reading of surveys such as [10]-[13], or [14] are
recommended to the reader. In this section some of the relevant
work concerning the proposed method will be reviewed.

Information extraction has been a widely studied field
among researchers in the last few decades [10]. Among various
approaches to the subject, the rule-based technique emerges.
It consists in a set of predefined instructions that specify
how to extract key information from data [15]. Due to its
operating principle, such approach allows an abundance of
possible uses at the most variable sets of data and content
types, including recipe ingredients [16], [17], healthcare [18]-
[20], law documents [21]-[23], stock trends [24], research
assistance [25], etc.

Unlike electronic documents, there is an additional difficulty
in extracting information from physical documents, and paper
documentation. That difficulty is related to the non-existence
of digital content, being a previous text extraction step, through
optical character recognition (OCR) tools, needed. In other
words, an extra OCR step increases the complexity of the



solution, as it is clear in works like [26] which proposes
Odinson, a framework that targets the extraction of pieces
of information based on rules using an inverted index for
sentences and document metadata. The framework defines
a format for data ingestion in Javascript Object Notation
(JSON), using their own custom preprocessing pipeline for
segmentation, tokenization, sequence tagging, and parsing, in
a way that each identified sentence is indexed individually.

An information extraction method for multi-page printed
documents, which works through a set of available classes,
is proposed in [27]. The classes are created based on layout
and content similarity between documents. Their description
is built through a user interface using sample documents
submitted to the processing stage, which deliver blocks of
objects extracted from the text as an output.

In [4] the design and evaluation of a new scanned medical
document management system (SCAN) is presented. Such
system uses OCR to transcribe documents to formats com-
patible with HIS (Hospital Information System) database.
SCAN’s goal is to use the scanned documents alongside
the ones previously available in the database, in order to
help healthcare providers retrieve and manipulate patient data
within a reasonable time.

An approach using machine learning and deep learning
concepts is proposed in [28]. The mentioned work created
DocStruct, a model that uses a deep CNN-based model to ex-
tract features from semantic contents, layout information, and
visual images. DocStruct contains feature extraction modules,
such as the feature fusion module and the relation prediction
module, and it was verified with both MedForm and FUNSD
benchmarks.

In theory, machine learning and deep learning techniques
tend to be superior when it comes to information extraction
due to their scalability. However, such technique operates as
black boxes when it comes to decision traceability trans-
parency. In contrast, rule-based approaches follow a mostly
declarative approach leading to expressive and transparent
models [29]. Since the implementation of rules in a rule-based-
approach is manual, human knowledge is directly transferred
to them, assuring their quality.

III. MATERIALS AND METHODS
A. Dataset

A private dataset, composed of 11 different types of data-
books, was used in the experiments. Databooks are sets of
technical engineering documents related to normative, con-
struction and assembly processes of the naval and offshore
industry, that were digitized and stored in PDF format. The
dataset has 5720 pages, adding up to 5GB, and contains
documents from two different natures, divided into class 1
and class 2.

The class 1 consists of documents related to a technical
normative of an engineering project and the class 2 consists
of documents related to materials used during the execution
of the previously mentioned projects.

In Fig 1 is shown an example of a document from class 1
and a document from class 2.

1) Class 1: - Documents named class 1 are structured docu-
ments that describe normative techniques related to construc-
tion and assembly processes of the naval offshore industry.
The documents have their content displayed as forms. Each
one of their pages was placed in different layout models:
Al, A2 and A3. The Al model represents a cover page
in portrait orientation, and the A2 and A3 layout models
represent content pages in the same orientation. Each page has
in average 28 fields to be filled in with information such as the
project’s name, the document’s number, related documents and
date. A fourth layout, named ’undefined’, which is the union
of all the other layouts, excluding the fields that are common
to multiple layouts, is used when the system fails to identify
the correct layout to a certain page. Class 1 documents are
PDF files that consist of a cover page (A1) and content pages
that either fit into a predefined layout (A2, A3) or are set as
’undefined’. The dataset related to Class 1 documents has 2GB
of data and 2104 pages, in total, that are allocated among the
four layout models.

2) Class 2: - Class 2 documents represent structured doc-
uments related to industrial and assembly. The documents
contain information concerning specific inspections that occur
during the naval construction process. There are 7 types of
possible documents and in general their content is based
on forms and tables that describe header information and
materials used to perform the inspection, as well as tables
containing results and reference papers. The documents also
contain a footer with information about the inspection chief.
Such documents are generally longer than those on Class 1 and
each PDF contains only one specific layout. There are 7 types
of documents, a total of 3616 pages or 3GB of databooks.

B. OCR and TesseractOCR

Optical Character Recognition (OCR) is a process that
allows extracting editable text from documents digitized as
images. Thus, it is possible to alter and process documents
automatically through computing systems [30].

TesseractOCR is a powerful open-source OCR engine that
supports numerous languages. It was originally developed
by Hewlett Packard (HP), later acquired and maintained by
Google. TesseractOCR is currently available on GitHub [30]
and is a good alternative among the ones on the market [31].

C. An overview of the method

In this section, we discuss an overview of the proposed
method and in the following topics a more detailed discussion
of some of the key elements that were major contributors to
the process of form understanding.

We propose a new rule-based method for document classifi-
cation and extraction of semantic elements from the document.
We designed our approach based on the method proposed by
[27].

First, we pre-processed the documents to increase the
quality of the images that compose them and facilitate data
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Fig. 1. Example of documents present in dataset.

extraction. As pre-processing, we applied noise reduction, bi-
narization, skew detection, and reduction. Then, TesseractOCR
was used to transform image text into editable text.

Next is the first step of form understanding, which is
responsible for classifying documents through a probabilistic
approach that regards layout similarity between document and
models previously defined by users. Models are schemes that
contain a set of elements describing the layout and the content
of each part of the document.

For data extraction, we used an anchoring system in which
elements of the document are identified as text, questions, or
answers. Both text and question types are elements whose
target value and position are known. Therefore, Levenshtein’s
Distance is used to identify words of interest.

On the other hand, the coordinates are known in answer-type
elements, but their content is not. Thus, attributing a semantic
relation to the information demands anchoring the answers
to question-type elements. In that way, a hierarchical link is
established between the elements, configuring the question-
answer bond implemented in the algorithm.

Finally, the system provides an output file that describes
the document in JSON format. Each page of the document is
represented by as a set of blocks. Each block consist of a list
of objects that describe the entities found in the document. The
entities have information related to their types, such as unique
identification, extracted words, the bounding box as a tuple,
the information whether it has a link to another document or
not, and a confidence value between 0 and 1. The confidence
level is related to a block hypothesis, is discussed in more

detail next.

The representation of both, form understanding method and
the descriptive format of models were developed based on the
document description proposal on [8]. All form understating
steps are described in the Fig 2.

1) Document Classification: Document classification can
be executed in two different ways, depending on the dataset’s
class.

For class 1, document classification’s algorithm extracts
blocks from the page using block hypothesis probability along
with block probability, being the predefined models used as a
reference.

The model that extracts the most number of blocks is
considered correct and, as a reference, is applied to the
following metrics. Since the correct model is used in the
function responsible for drawing the matching fields and their
IDs upon the document, a visual analysis of the results is
delivered as well, as it shown in Figures 4b and 5b.

In contrast, identification of the document’s title is the basis
of model classification for class 2 documents. Title information
is extracted using the Regex tool through layout analysis with
the coordinates of possible title positions mapped. Therefore,
the algorithm can identify which model does the title belong
to. Thus, element extraction is made based on the selected
model’s rules.

2) Block Hypothesis: The system does not know how many
words each block has, since it varies from document to
document, we decided to group sequences of close words
together and call it block hypothesis.
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Fig. 2. Process flow of the form understanding method

Formally, block hypothesis consists of a set of up to five
words in the same line. We extracted them in a way that a
single word is considered a block hypothesis by itself, as well
as a set containing the word and up to four posterior words,
are too.

Such process is demonstrated by Equation 1, where ¢;
represent a word from a document containing a total of T’
words. The set of all hypothesis is composed by the union of
sequences up to 4 words long:

T
h = U{(fi), (tistiz1), (Listioa, ti2), (tiy tim1, timo, tiog)) }

i=1

ey

Then, all hypothesis are converted into a set of features
heqt following the tuple 2:

hfeat:<x7y7w7h7t> (2)

Wih t as the word and the set of information, (x,y, w, h)
as coordinates of the x, y, and size (width and height),
representing the word’s bounding box.

3) Hypothesis probability: is calculated for each block
belonging to the predefined models, as in Equation 3. py;, and
p: represent respectively the probability of the bounding box
and the probability of the text identified on the hypothesis.

Hypothesis’ probability value is used to define whether the
hypothesis belongs to a block in the model or not. Thereby,
it attributes a similarity score between the document being
processed and the model in question.

Dh = Pt * Db €))

a) Probability of the Bounding box: There are three
different ways to calculate the probability of the bounding
box.

When the block has the type ’region’ (it is a question) a
verification is made regarding hypothesis’ coordinates hy, and

block’s coordinates qp,. Such analysis uses uniform distribu-
tion, as shown in Equation 4.

)L, i By C qee @
oo = 0, otherwise

For a block with the type ’anchored — region’ (it is an
“answer”), just as the previous approach, a verification is made
regarding the hypothesis’ coordinates and block’s coordinates,
as shown in Equation 5. However, since we anchored the
answers to the question, the block coordinates are given as
apy = ancpy + Qpy, Where ancy, represents the answer’s
bounding box coordinates.

. 1, if hyy C ap )
o = 0, otherwise

b) Probability of the text:: The text identified by the
hypothesis has its probability calculated using Levenshtein’s
Distance. Among the possible words found, we chose the one
that presents the best distance value, as shown in Equation 6.

pr =1 —max (leU distance) (6)

4) Block probability:: is responsible for defining which
model, among all models tested through hypothesis probabil-
ity, is the most similar to the processed document. To do so,
were create a matrix P € RP*B where H represents the
amount of hypothesis and B represents the number of blocks
found in the model. The matrix P receives p; values.

The block probability approach aims to find the greater
value of hypothesis probability to each block individually. The
algorithm remains searching for a better hypothesis until the
probability value exceeds a certain threshold value.

In cases where two or more hypotheses present the same
probability value, an analysis based upon the word’s length,
tsize, 18 executed by choosing the word with the highest length
value. The mentioned procedure is demonstrated by Equation
7.



Py = max (pn,; (max (tsize ) ) ) @)

Each block is then stored with information such as id, type,
bouding box (X, y, w, h), text, links and conf. Links are used
to reference the question anchor for each answer and conf
represents the probability attributed to the block in question.

IV. EXPERIMENTS AND RESULTS

In this session, the experiments performed are explained, as
well as the results obtained by the proposed method.

All of the experiments were performed using documents
provided by a shipbuilding and offshore industry. Since the
documents contain sensitive data, their content and images
were withheld so that the required confidentiality is main-
tained.

We search for entities found over the text to evaluate the
results obtained by the method in the JSON output. All
documents were subjected to every stage in the pipeline,
starting with pre-processing and ending up with the relevant
information extracted and structured as described by the identi-
fied template. Each class document was evaluated individually.

For class 1, the Fig 4a show an example of document
before the method. In Fig 4b a logic description drawn by
the method is demonstrated, where question-type objects are
in red, answer-type objects are in blue and the anchoring
connections between two or more objects are in green. Finally,
in Fig 4c only objects identified by the method are exhibited.

In Fig 5a, an example of class 2 document is demonstrated.
In Fig 5b, just like in the other class, a logic description drawn
by the method is demonstrated, where question-type objects
are in red, answer-type objects are in blue and the anchoring
connections between two or more objects are in green. In Fig
5c only objects identified by the method are exhibited.

The documents contain a lot of sensitive data, therefore it
is difficult to provide examples of question-type elements and
answer-type elements, but Fig 3 shows a result sample of non-
sensitive data detected by our method. The word “data”, date
in Portuguese, is a question-type entity, and the date itself is an
answer-type entity. Title of entities are in red, blue represents
bounding-boxes and green the connection between question
and answer.

Fig. 3. Sample of data filed question-type and answer-type entities detected
by the method.

A. Experiments

To validate and obtain comparison metrics, it was necessary
to count how many entities of interest the documents had.
The mentioned process was performed through a validation
algorithm that compared the expected number of elements and
the number of elements found by the information extraction
system. For that, the entities were separated in three classes,
which are text, questions and answers. The errors obtained
due to the OCR tool were not considered. Such errors can be
described as every word that could not be found because they
simply did not exist or because their edition value is smaller
than than the expected word for that element.

Each document in both class 1 and class 2 have tables with
a varying number of lines, so we calculated an average number
of table lines per specific page for each document model.

Each page takes on average 13.5 seconds to be executed,
therefore 21 hours and 27 minutes of experiments in total.

As a baseline, the run time to perform the page description
to JSON format through an annotation tool was 15 minutes,
while the description made manually by a volunteer was 4
hours.

B. Results

Table I presents the results related to class 1 documents.
The Al and A2 models extracted from 85% to 98% of the
text-type objects, being text and questions values superior to
answer values.

Class 1 documents present tables with a varying number
of lines, which configures a semi-structured document. The
majority of answer-type objects’ results are related to the men-
tioned tables, so the method delivers inferior results compared
with fixed fields, such as text and question.

A3 documents achieved superior results due to their scarcity,
less than 5% of the dataset. On further experiments, we hope
to obtain more A3 documents and reevaluate the extraction
method.

No results for the ‘undefined’ type were found because the
system found no document that it could not extract a specific
number of blocks n. That condition had been defined as a
trigger to attribute a document to the ’undefined’ category.
We empirically defined the » number after experiments in the
dataset during the construction of template models.

TABLE I
VALUES OF SUCCESS IN EXTRACTION PROCESS OF CLASS 1 DOCUMENTS.
Document Type Text Questions Answers
Al 0.98 0.97 0.95
A2 0.97 0.85 0.85
A3 1.0 1.0 1.0

Results of the form understanding method for class 2 point
that from 78% to 97% of text-type objects were identified, as
can be seen in table II. The model of type 01 presented the
greater values on text and question categories, while models
04 and 06 achieved better results for the answer category.
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Fig. 5. Comparison between steps in processing pipeline of class 2 documents.

As shown in the latter dataset, fixed objects presented
greater extraction values than the answer object. Question-
type, for instance, presented extraction values of above 91%
in all models.

Text-type objects, despite their fixed layout, presented infe-
rior values because logos present in the documents fit in the
mentioned category.

The method is able to identify one of the available logos,

however the second consists only of visual elements. Since
there is no text content and the method’s proposal is to
extract text information, extracting information from that logo
is above the scope of the method.

Evidently, in general, all models achieved promising ex-
traction results in both classes, demonstrating the good per-
formance of the model in reference to the proposed task.



TABLE II
VALUES OF SUCCESS IN EXTRACTION PROCESS OF CLASS 2 DOCUMENTS.

Document Type Text Questions Answers
01 0.97 0.96 0.86
02 0.87 0.94 0.83
03 0.87 0.93 0.80
04 0.88 0.91 0.90
05 0.91 0.91 0.79
06 0.88 0.91 0.90
07 0.88 0.93 0.78

V. CONCLUSION

In this paper, we proposed a method for information ex-
traction through block hypothesis and an anchored linked
system between question-answer objects. We used probability
and uniform distribution to choose the right model for the
document among the layout models pre-defined. Then, the
extraction process was based on the template description of
the correct model.

As a case study, we divided documents from the ship-
building and offshore industry into two distinct classes. The
method has promising results for extracting information from
all document models, with 78% to 97% objects extracted
correctly.

The proposed method can help reduce the time spent on
trivial analysis in those types of documents and extract a large
amount of information from the dataset.

Although improvements need to be made, specifically in
documents with page orientation as landscape, the method
worked effectively and achieved positive results on the aimed
task.

As future work, we intend to improve the information ex-
traction in structured documents to up to 90% in all documents
minimum, explore different probability distributions and meth-
ods, as well as implement a method for information extraction
of semi-structured and unstructured documents based on deep
learning to automatically set up the models to work for other
cases and to avoid both user effort to define hundreds of
templates and model pre-definition.

In the future other methods will be used to extract in-
formation from the logos, therefore they were taken into
consideration during the construction of the template of each
document model.
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