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Abstract—The effectiveness of a data visualization depends
on several factors, such as the visual encoding of its elements,
the analytical task it aims to support, the dimensionality of the
data, and even the data distribution. In this work, we report an
empirical evaluation of common data visualizations, focusing on
how different data distributions affect their effectiveness and
the level of confidence users have when answering questions
related to certain analytical task types. The study allowed us
to assess to what extent some data visualizations are more
effective than others, regardless of data distribution. We conclude
that data visualization creators and algorithms need to consider
the data distribution when generating data visualizations. From
the results, we also propose recommendations for choosing a
visualization when dealing with data distribution issues.

I. INTRODUCTION

Data visualization is an important tool for exploring, analyz-
ing, and presenting data characteristics, from the most obvious
to the least evident. It characterizes a common language, which
transforms raw data in something that can be interpreted and
communicated [1]]. In fact, some data characteristics may be
easier to identify and analyze through visual representations,
for example, detect patterns.

There has been a great effort in defining visualization
recommending systems that suggest better visualizations based
on certain concepts, such as data characteristics [2[]-[12]. Like-
wise, much related work has sought to evaluate the effective-
ness of diverse visualizations [8]], [[13[]-[23]]. The former focus
on design: the combination of data and task should determine
the best visualization; whilst the latter focus on evaluation: the
combination of data and visualization allows assessing whether
and to what extent the task was successful [24]].

Visualization tasks may be defined as the goals that analysts
have when visualizing data. Since the 90s, there has been
interest in identifying and classifying such tasks [5], [25], in
a way so as to map them onto efficient visualizations and, if
possible, to do so automatically. Later, there has been greater
interest in formalizing these classifications in taxonomies for
diverse ends within the data visualization field [6f], [14]],
[26]-[32]: lists of verbal task descriptions, mathematical task
models, domain specific task collections, and combinations of
different procedural tasks in workflows [24].

In this context, we can consider that a visualization allows
answering certain analysis questions on some data. Such
questions can be classified according to a visualization task
taxonomy [33]]. Our main goal in this work is to identify how
well some common visualization types support an analyst in
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Figure 1. Bar chart representing different data distributions, making it
easier (A) or harder (B) to identify certain values.
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answering certain analysis questions given a data set. Despite
some related work already discussing this topic [34f], [35],
they do not take into consideration the data distribution. Data
distribution may affect data visualization effectiveness and
efficiency, especially when there are very close similarities
or some large discrepancies within the values. In a bar chart,
for example, if a bar is much longer than others, reading and
comparing may be difficult due to scaling issues. Figure [I]
exemplifies this problem: in chart A, it is possible to quickly
identify which year had the lowest value (2005); however,
for chart B, the identification becomes more difficult (July).
To reach our goal, we conducted an empirical study where
we identified to what extent the data distribution affects its
effectiveness, given an analytical question.

The remainder of this paper is organized as follows. Sec-
tion [[I] presents existing work on information visualization.
Next, we report an empirical study that evaluated the visual-
ization effectiveness and efficiency in answering certain data
analysis questions (section [[I) and its results (section [IV).
Finally, we discuss the study’s threats to validity (section [VI)
and point to some relevant future work (section [VTI).

II. RELATED WORK

This section presents two groups of related work: tax-
onomies of visualization tasks and empirical studies to evalu-
ate the effectiveness of different types of visualization.

A. Taxonomies of Visualization Tasks

Visualization tasks have been an object of study since
the 1990’s. Wehrend and Lewis [25] defined a classification
scheme that maps objects (data attributes) and “operations”



(representation objectives) to find an appropriate visualization
technique for a given problem — the user’s goal in analyzing
the representation. Roth and Mattis [5] classified visualization
problems and their solutions independently of domain, and
proposed a taxonomy of information characteristics which
provides a list of different user objectives in seeing a visual
representation. Their proposed classification is very similar to
Wehrend and Lewis’, albeit more succinct and focused on the
automatic generation of a representation. These taxonomies
are considered low-level and user focused.

Shneiderman [6] proposed TTT (Task by data type), a high-
level, system-focused taxonomy based on data types and on the
problem the user seeks to solve. He wanted to guide graphical
user interface design for data visualization analysis.

Amar et al. [33] defined 10 low-level analysis tasks that a
person may perform when working with data. They defined
“aggregate functions”, which create a numeric representation
for a set of entities in the data set. They claim that high-level
tasks do not express a specific objective or task, but require an
answer for a more direct question, which is usually derived by
using one or more low-level analytic operations [36]. Some of
these questions may be answered by text in an efficient way;
others require visualizations for an efficient answer. However,
even when a textual representation is considered sufficient
to answer a certain question, visualization may amplify the
understanding of an answer and its context. Later studies
became more specific, as is the case of Lee et al. [30],
which defined the list of chart visualization tasks with enough
detail so that it would be useful both for designers who
seek to improve their systems and for evaluators who seek to
compare chart visualization systems. In contrast, all tasks were
composed of tasks created by the primitive tasks described by
Amar et al. [33]], as well as two generic tasks and one chart-
specific task. Chen et al. [|37]] explored tasks related to “data,
visualization and objective”, and defined a taxonomy to cate-
gorize facts that may be extracted from multidimensional data,
in a visual data analysis task. Facts are patterns, relationships
or anomalies extracted from data through analysis [37].

More recently, Brehmer and Munzner [31] asserted that
visualization tasks ought to be described in an abstract fashion,
through different levels: why the task is conducted, how the
task is conducted and what are the task inputs and outputs. The
low-level taxonomies proposed previously only answer how,
while the high-level ones only answer why. For this reason,
some researchers consider the use of more than one taxonomy,
as is the case of VLAT [20]. To develop VLAT, a visualization
literacy test, Lee et al. associated tasks from three different
taxonomies. First, they combined the low-level taxonomy [33]]
with the facts-based one [37]], and afterwards discarded some
of the tasks that were included in how and why from [31]] — the
discarded tasks were related to manipulation and generation
of new elements, and not reading and interpretation of visual
representations of data. VLAT is an especially relevant work
to our own. It proposes metrics for difficulty indices and
discrimination in visualization evaluations, which served as a
basis for comparison in our study. We have chosen the 12 tasks

resulting from the association in their proposed taxonomy, as
explained in Section [ITI]

B. Evaluating effectiveness of different types of visualization

Many empirical studies have evaluated the effectiveness of
different types of visualization. Some are specific to the chart
type: bar charts [36], [38]], scatterplots [21]], [35] and time
series [39]], [40]], for example. Others compare two types of
visualization: bar vs. line charts [41]], tables vs. pie charts [42]]
and bar vs. radar charts [43]. These studies were conducted
under different combinations of data sets and tasks.

Saket et al. [14] used crowdsourcing to evaluate the effec-
tiveness (i.e., proportion of correct answers) of five types of bi-
dimensional visualizations in small scale (5-34 data points) for
two data sets (cars and films). They evaluated tables and line
charts, bar charts, scatter plots and pie charts. They chose few
data points because, for more than 50 data points, they would
face two challenges: difficulty in task completion, and task
duration over 2 minutes. However, some of their conclusions
cannot be generalized to a larger dataset, with more categories.
For example, the pie chart was one of the most effective
charts for finding an extreme value (minimum or maximum
value). For a data set with many categories, this same chart
would have too many slices, perhaps some very similar ones,
decreasing their effectiveness for this task.

Lee et al. [20] developed a Visualization Literacy As-
sessment Test (VLAT), using a systematic approach based
on Psychological and Educational metrics. They aimed to
evaluate the ability to read and interpret data that is visu-
ally represented and to extract information from them. To
generate the final set of test items, they went through six
stages, three of which involving user studies, as well as
a final stage to evaluate visualization literacy and the skill
to learn non-familiar visualizations through a comprehension
test. VLAT contains 53 items that combine: visualization x
visualization task x question x CVR (measures how essential
a task is for visualization literacy) x P (task difficulty) x D
(discrimination). We used VLAT to select the task-chart type
combinations we would use.

Kim and Heer [21] conducted a study to evaluate perfor-
mance at different task types (comparison of individual values
vs. aggregate values) and data distribution (cardinality and
entropies). They used four types of analysis tasks and five
variations of visual codings (alternating the analysis variable
in X, y, color, size, and position). The data sets had at most 30
points and only 3 analysis variables were used (1 categorical
and 2 quantitative). All of the evaluated visualizations were
chart variations at the position of points (in a scatterplot) or
at the mapping of some variable onto the point size (bubble).
The questions had only two available answers, reducing the
opportunities for errors. Despite having balanced the number
of people in the task and data distributions, each person
always answered the same task and distribution. There were
8 different questions for each coding. Our work extends Kim
and Heer’s in various aspects: (i) we consider more than one
visualization type; (ii) the data set used in our study contains



a significant number of data points (3,722), making it more
realistic; (iii) we consider a wider range of visualization tasks;
and (iv) we compare our results to other studies through
predefined metrics. In this work, we seek to identify, for each
task, the best type of visualization, in terms of effectiveness,
time on task, and adequacy to the task.

III. SURVEY STUDY PLAN

We conducted a survey study to investigate the performance
(effectiveness and efficiency) of different chart types for given
visualization tasks, given certain data distributions. We used
two variations of a data set: one without distribution problems
(henceforth clear distribution), and another one in which we
introduced faults in the data distribution (henceforth confusing
distribution), as described in Section

A. Data set

We used the IMDIﬂ data set, which comprises information
on music, cinema, TV series, TV commercials and video
games. We selected data from 2001 to 2016, resulting in 3,722
objects, and the following variables: age, genre, rating, raw
profit, budget, number of Facebook likes, and the main produc-
tion company. The production company is not an information
from the original data base; it was obtained through automatic
data mining using the movie name in the IMDb web site.

B. Questionnaire structure

The instrument of the study was an online questionnaire.
First, we presented participants with an overview of the
study, informing the objective, procedure, data collection, and
guarantee of anonymity. We asked for their consent to use
the collected answers in our research. Second, we asked
the participant to answer some profile questions and report,
in 7-point Likert scales: (i) their frequency in creating and
analyzing charts; (ii) their familiarity with each visualization
used in the study; and (iii) their knowledge about numeric data
distribution concepts, linear correlation and outlier detection.

In the main part of the questionnaire, for each combination
of task, chart type, and data distribution, we showed the
participant one visualization and task-related (data-driven)
question at a time. Visualizations were static, generated using
the language R and the package ggplot2. For every question we
added a checkbox “The chart does not allow me to answer”,
to allow us to capture the participants’ assessment of the
inadequacy of the chart. Figure [2| shows a fragment of a
question about the chart shown in Figure [[A (or B).

The task-related questions were mandatory and had a range
of possible answer formats: general text field, True/False
multiple choice, and non-exclusive multiple choice (with
an added option “None”). In addition to the task-related
question, we included two Likert-scale statements: about the
participants’ confidence level in their answers, motivated by
existing work [44], [45]; and about the perceived quality
of the visualization to perform the task. Participants could
also make additional (optional) comments in an open text

Thttps://www.imdb.com

field. We collected the response times for each question.
Through our questionnaire, we aimed to verify whether and
how data distribution might affect participants’ answers for
each combination of task, chart type, and distribution.

We used a total of 39 question-visualization pairs, each with
2 variations — clear and confusing data set — in a total of 78
items. We split the tasks and corresponding items (<question,
chart type, distribution>) in two subsets, so that the evaluation
would be less exhausting. Each participant responded the
questions, in random order, of one of the subsets. After
answering all questions in the first subset, the participant was
asked whether he/she would like to answer an additional subset
of questions, which were also randomized.

Existing work on the evaluation of visualization effective-
ness aims to assess whether a visualization is capable of
supporting or improving a person’s answer to a certain analysis
question. They usually measure success/failure rates and the
time required to conduct the tasks. However, as most of these
studies focus on the volume of answers (and often through
crowdsourcing), their questionnaires are created to optimize
the participants’ time by simplifying the data set (e.g., with
only 5-34 data points [14]]) and the question design itself (e.g.,
multiple choice with only two possible answers [21]).

To ensure that our questionnaire would be accessible to
color-blind participants, we used the color scheme proposed
by Okabe and Ito [46].

C. Selection of visualization tasks, chart types, and corre-
sponding questions

We used the relationship between tasks and visualizations
proposed in [20], and included boxplot, as it has been con-
sidered a good visualization tool to analyze data distribu-
tions [47]. Table[I] shows the relationship between the selected
charts for each type of visualization task. To keep the length
of the questionnaire reasonable, we did not use georeferenced
or hierarchical data in our study, nor the corresponding charts.

In a previous study, inspired by the work of Stasko and
Amar [48]], we asked a group of people to write questions
about the IMDb online data set. We obtained a total of 76
questions, which we organized according to the tasks shown
in Table [Il For each task, we chose a representative question
from that pool of questions, as follows:

RV: How many Action movies were released in 2015?
FE: In which year was Comedy’s raw profit minimal?
MC: In which years was there greater loss than profit?

In which year was Comedy’s raw profit minimal?
OoNone ©2001 02002 ©2003 ©2004 ©2005 ©2006 ©2007 ©2008 ©2009
02010 02011 02012 02013 02014 02015 oThe chart does not allow me to answer

What is your confidence in the answer?

O 1-None o2 03 04 o5 o6 O 7-Im sure it s right
How good is this visualization to help answer the question?
oTerrible ©Verybad ©Bad ©Notsobad ©Good ©Verygood © Excellent

Additional comments (optional):

Figure 2. Question example for chart Figure[[]A (or B) [task: Find Extremum,
type: Bar chart]



Table I
RELATIONSHIP BETWEEN SELECTED TASKS AND VISUALIZATIONS
(ADAPTED FROM [20]])

Task types Chart types

Bar, Line, Area, Pie, Stacked bar,
Stacked area, Scatterplot, Bubble
Bar, Line, Area, Pie, Stacked bar,
Stacked area, Scatterplot, Bubble
Bar, Line, Area, Pie, Stacked bar,
Stacked Area, Scatterplot, Bubble
Bar, Line, Stacked area, Scatterplot,
Bubble

Line, Area, Scatterplot, Bubble
Histogram, Boxplot

Histogram, Boxplot, Scatterplot,
Bubble

Return value (RV)
Find extremum (FE)
Make comparisons (MC)

Determining range (DR)

Find correlation (FC)
Characterize distribution (CD)

Find anomalies (FA)

DR: In which year was the budget interval (MAX - MIN) the greatest?
FC: Is there a linear relation between Facebook Likes and IMDb
score?

What is the type of distribution of the number of critics for
Universal Pictures?

FA: Which genre has outliers (extreme data points), if any?

CD:

As we used the same question for all chart types in each
visualization task, we conducted two adjustments to ensure
that the answer would not be the same across visualizations:
we multiplied the analysis values by a random factor and/or
switched the years randomly. This means that each visual-
ization had its own subset of data, with the same distribution
shape as the original, but with different values. To evaluate the
effectiveness of the chart types given different distributions, for
each original subset we created a confusing subset by inserting
some disturbances in the data, as we explain next.

D. Distribution disturbances

As we wanted to evaluate whether the effectiveness of
a visualization is independent of the data distribution, we
added some disturbances to the original data subsets to create
confusing data sets. We added three types of disturbances that
represent real problems in data distribution, as in [49]:

o Peaks: We randomly chose a variable in the set and in-
creased or decreased its value by 70% of the greatest value
in the set, e.g., in bar charts.

o Gaps: We randomly chose a value from the set and removed
its n closest data points, e.g., in histograms.

« Anomalies: We randomly added 7 points (e.g., in histograms
and boxplots) with values within [MIN, Q1 - 1.5*IQR] or
[Q3 + 1.5*IQR, MAX], where: MIN is the smallest value,
MAX is the largest value, QI is the value in the first
quartile, Q3 is the value in the third quartile, and IQR is
the interquartile range.

For each <task, chart>, we created the confusing distribu-
tion by applying a single disturbance, to avoid confounding
the results or considerably increasing the length of the survey
to deal with all possible disturbance combinations.

IV. RESULTS

The questionnaire was available for 15 days. We obtained
119 accesses, but only included the answers from the 50
participants who answered all the questions of at least one
of the groups. Participants took, on average, 35 min to answer
one group of questions, and 56 min to answer both groups.

A. Participant profiles

Most participants (42) were between 21 and 30 years old,
3 younger than 21, and 5 over 50. Twenty-six had Bachelor’s
degrees, 6 had some specialization, 16 had Master’s degrees,
and 4 had Doctorate degrees. Only 6 participants had formal
education in the Humanities; all others came from STEM
fields, mostly from IT or Engineering. Most respondents create
(28 participants) and read (31) charts frequently (score 6 or
7 in a 1-7 scale). Few participants knew little to nothing
(score 1 or 2 in a 1-7 scale) about numeric data distribution
concepts (4), outlier detection (6), and linear correlations (6).
Regarding chart types, the best known were Bar, Line, Pie,
and Histogram (median M=6, interquartile range IQR=1, in
a 1-7 scale), followed by Stacked bars (M=6, IQR=2); Area,
Bubble, and Stacked area (M=5, IQR=2); Scatterplot (M=5,
IQR=3); and Boxplot (M=4; IQR=2) (Figure [3).

Knowledge and frequency about visualizations

Create- N
Read and analyze -

awanpeay

Linear correlation -
Numerical data distribution -

sidsouod

|
|

|
Outliers detection - |
Area-
Bar-
Boxplot -
Bubble - |

Histogram -

Line-

sadhieu0

Pizza-
Scatterplot- [l
Stacked areas - |
Stacked bars - 1

23 I

) I

5 I
S

-20 -10 0 10 20 50

Frequency/Knowledge

I Never/Do not know 1 2 3 4 5 [l Everyday/Specialist

Figure 3. Participants’ knowledge about visualization types and concepts,
and frequency of reading and creating visualizations.

B. Chart effectiveness per task

One of our hypotheses was that the effectiveness of the
chart (i.e., percentage of correct answers) for each task would
be related to the data distribution (clear x confusing). To
evaluate this hypothesis, we conducted, for each task-chart
pair, a Fisher’s exact test (FET) [50], ideal for small samples
or for when observed or expected values are less than 5.

Table [[I| shows the effectiveness of each chart type for each
task, for both clear and confusing distributions. It also shows
the p-value resulting from the FET, and an indication of the
test significance.



Table 11
EFFECTIVENESS (% OF CORRECT ANSWERS)

task/chart type clear  confusing p-value sig
Characterize distribution (CD)
Histogram 66.67 % 12.12%  1.02e-05  **
Boxplot 51.52% 3.03% 1.15e-05  **
Determine range (DR)
Stacked area 93.94% 12.12%  6.80e-12  **
Bar 93.94% 3.03% 4.98e-15  **
Line 90.91% 51.52%  8.11e-04  **
Scatterplot 81.82% 42.42%  2.02e-03  **
Bubble 63.64% 15.15%  1.12e-04  **
Find anomalies (FA)
Histogram 84.85% 12.12%  2.84e-09  **
Boxplot 75.76 % 242%  1.16e-02 *
Scatterplot 63.64% 51.52%  4.55e-01
Bubble 36.36% 6.06%  5.35e-03  **
Find correlations (FC)
Line 89.19% 0.00% 1.16e-16  **
Area 72.97 % 1892%  5.67e-06  **
Bubble 72.97 % 18.92%  5.67e-06  **
Scatterplot 72.97% 541%  1.51e-09  **
Find extremum (FE)
Area 100.00 % 75.68%  2.25e-03  **
Bar 100.00% 16.22%  6.98e-15  **
Line 97.30% 67.57%  1.38e-03  **
Stacked area 91.89% 29.73%  4.40e-08 Hok
Scatterplot 89.19% 541%  5.64e-14  **
Bubble 75.68% 35.14%  9.21e-04  **
Stacked bar 72.97 % 29.73%  4.07e-04  **
Make comparisons (MC)
Bar 81.82% 0.00%  9.04e-13  **
Line 81.82% 0.00%  9.04e-13  **
81.82% 0.00%  9.04e-13  **
Stacked bar 75.76 % 3.03%  5.59-10  **
Scatterplot 60.61% 9.09%  19le-05  **
Bubble 54.55% 6.06%  2.83e-05  **
Area 30.30% 0.00%  8.77e-04  **
Stacked area 27.27% 0.00%  2.08e-03  **
Retrieve value (RV)
Bar 91.89% 18.92%  1.43e-10  **
Line 86.49% 27.03%  3.58e-07  **
Area 86.49% 2.70%  2.84e-14  **
Stacked area 83.78 % 541%  2.75e-12  **
Scatterplot 75.68 % 16.22%  4.47e-07  **
Bubble 72.97 % 0.00% 5.93e-12  **
Stacked bar 64.86 % 13.51%  1.08e-05  **

Fisher’s exact test results: ** means p < 0.01 and * means p < 0.05.

Assuming an arbitrary threshold of 60% correct answers
to consider a chart as good for a certain task, we found
that some chart types did not perform well, even with the
clear distribution. The Boxplot performed worse than the
Histogram in the Characterize the distribution task. This
was somewhat expected, given the participants’ self-reported
knowledge levels (Figure [3) and given that histograms convey
more information than boxplots. The Bubble chart also did
not perform well for the task of Finding anomalies (outliers),
even in the clear distribution, and even though it had a similar
structure as the Scatterplot, plus a third variable (unrelated to
the task) mapped onto the size of the bubbles. We hypothesize
that the inclusion of visual clutter from the different sizes of
the bubbles may have caused the difference in performances
between the Scatterplot and the Bubble chart, but this re-
quires further studies. The task of Making comparisons also

had some ineffective chart types: Bubble, Area, and Stacked
Area. Analyzing the comments, we have identified that people
confused the Area and Stacked area charts: “I cannot even tell
whether it is stacked or whether the vertical value starts from
the horizontal axis.” Comparing the results for the two types
of distribution, we verified that there is a significant difference
in effectiveness in all cases except one: Scatterplot for Finding
anomalies.

C. Chart efficiency per task

Regarding the efficiency of each task-chart pair, the task du-
ration was not normally distributed, so we used Mann-Whitney
tests to compare the response times for correct answers across
distributions. In most cases, the response time did not differ
significantly. We only found significant differences in three
cases, in which participants took significantly longer to provide
a correct answer with the confusing (co) distribution than with
the clear (cl) distribution, shown with their medians below.

- DR, Scatterplot: M, = 29.5, M., = 54,p = 4.42¢703
- FC, Area: M. = 24, M., = 46,p = 4.03¢7°2

- FE, Bubble: M. = 34.5, M., = 52,p = 2.02¢ 92

- FE, Line: M, = 23, M., = 36,p = 1.69¢ ™92

D. User preferences

For the charts with similar effectiveness (see Table [II)), we
analyzed, through Mann-Whitney tests, whether there was a
significant difference in user preference between each pair of
charts, as expressed by participants’ ratings on how adequate
each chart was for answering the corresponding question.

For Determine range, Stacked area and Bar had the same
percentage of correct answers, but Bar received higher ratings
than Stacked area, with p = 0.002. For Find correlations or
trends, although Area and Scatterplot had the same percentage
of correct answers, Area received higher ratings than Scatter-
plot, with p = 0.040. For Make comparisons, Bar received
higher ratings than Pie, with p = 0.015.

E. Pairwise comparison of chart effectiveness for each task

In an attempt to rank the charts in terms of effectiveness for
the same task, we compared the percentage of correct answers
across pairs of charts. Table |I1I| shows the result for significant
cases for clear, confusing, and all distributions.

Analyzing the clear distribution, for Determine range, Bar,
Line, and Stacked area were all better than Bubble; for Find
anomalies, Boxplot and Histogram were better than Bubble;
for Find extremum, Area, Bar, and Line were better than
Bubble or Stacked bar; for Make comparisons, Bar, Line, and
Stacked Bar were better than Area or Stacked area; and for
Retrieve Value, Bar was better than Bubble and Stacked bar.
When we analyze the cases independent of the distribution
(column all), we see a different picture. This means that a
chart that works for clear distributions may not work as well
for any distribution.

After these analyses, we can recommend chart types for
each visualization task, as shown in table The charts in the
avoid column fared significantly worse than their counterparts.



Table IIT
COMPARING CHART EFFECTIVENESS

better worse all clear confusing
Determine range (DR)
Bar Bubble 5.35e-03
Line Bubble 4.63e-04  1.69e-02
Stacked area  Bubble 5.35e-03
Find anomalies (FA)
Boxplot Bubble 2.92¢-03
Histogram Bubble 1.58e-04
Find extremum (FE)
Area Bar 1.02¢-04 9.66e-07
Area Bubble 2.75e-05  2.25e-03 1.06e-03
Area Scatter 3.54e-07 3.59¢-10
Area Stacked area  3.50e-04 1.95e-04
Area Stacked bar 3.38¢-06  9.70e-04 1.95e-04
Bar Bubble 2.25¢-03
Bar Stacked bar 9.70e-04
Line Bar 2.23e-03 2.22e-05
Line Bubble 7.40e-04  1.38e-02 1.05e-02
Line Scatter 1.67e-05 2.16e-08
Line Stacked area  6.24e-03 2.50e-03
Line Stacked bar 1.22¢-04  6.58e-03  2.50e-03
Make comparisons (MC)
Bar Area 7.24e-05
Bar Stacked area 2.64e-05
Line Area 7.24e-05
Line Stacked area 2.64e-05
Stacked bar Area 5.55e-04
Stacked bar Stacked area 2.20e-04
Retrieve value (RV)
Bar Stacked bar 9.55e-03

It is important to note that here we have focused only on the
data distributions. Other characteristics may influence the chart
choice, as extensively discussed elsewhere (e.g., [S1]-[54]).

Table IV
RANKING OF CHART TYPES ACCORDING TO EFFECTIVENESS

task consider using avoid

Characterize Histogram

distribution stog

Determine range Stacked area, Bar, Line Bubble

Find anomalies et T, Borp ol Bubble
Scatterplot

. . Line, Area, Bubble,

Find correlations

Scatterplot

Find extremum

Area, Bar, Line, Stacked

Bubble, Stacked

area, Scatterplot bar
Make . Area, Stacked
. Bar, Line,
comparisons area, Bubble

Retrieve value

Bar, Line, Area, Stacked
area, Scatterplot

Bubble, Stacked
bar

F. Effectiveness vs. rating, confidence and previous knowledge

Concerning the self-reported knowledge about each chart
and to the rating and confidence level of each answer, as these
measures have ordinal scales, we ran Mann-Whitney tests.

Regarding the previous knowledge about each chart,
higher prior knowledge was related to getting the answer
correct in only three cases, all with the confusing distribution:
Boxplot and Scatterplot for Finding anomalies (p = 0.018

and p = 0.008) and Stacked area for Finding extremum
(p = 0.042).

Regarding the participants’ confidence level, we analyzed
the data from all distributions of three groups: participants
who answered correctly (y), incorrectly (n), and who stated the
chart did not answer the question (dna). We found a significant
difference with a Kruskal-Wallis test (p = 4.06e — 63), so we
ran post-hoc Mann-Whitney tests with Bonferroni correction,
and found a significant difference in all three cases:

-y xn: My =6,M,=>5p=3.98¢"3
- y x dna: My = 6, Myp, = 4,p = 1.12¢ 73!
- nxdna: M, =5, Mg,, = 4,p = 2.88¢~%

It is worth noting that the lowest confidence level occurred
when the participants believed the chart did not answer the
question, even lower than when they got the answer wrong.
By contrast, when analyzing the confusing distribution alone,
there are only significant differences between the groups (y,n),
but not between (y,dna) nor (n,dna). In other words, the un-
derlying data distribution affected the participants’ confidence
level in their answers.

Regarding the participants’ rating, we performed an anal-
ogous analysis, with similar results. When analyzing data
from all distributions, we found a significant difference with
a Kruskal-Wallis test (p = 1.20e — 128), so we ran post-hoc
Mann-Whitney tests with Bonferroni correction, and found a
significant difference in all three cases:

-yxn: My=5 M, =4,p= 6.04e12
-yxdna: My =5 Mgne =2,p= 3.92¢7145
- nxdna: M, =4, Mg, =2,p = 2.19¢7%

As expected, when the participants believed the chart did not
answer the question, they rated it as inadequate (median 2 in a
1-7 scale). Similar results were found when analyzing the clear
and the confusing distributions separately, with significant
differences in all three pairs of comparisons.

V. DISCUSSION

Saket et al. [[14] defined five guidelines to help choose which
visualization type to use, based on time on task, accuracy
(effectiveness) and user preferences (rating). They were:

G1: Use bar charts for finding clusters;

G2: Use line charts for finding correlations;

G3: Use scatterplots for finding anomalies;

G4: Avoid line charts for tasks that require readers to precisely
identify the value of a specific data point;

G5: Avoid using tables and pie charts for correlation tasks.

In their study, Line chart performed better than Scatterplot
in all measured variables (G2). However, we did not find
significant differences between Line and Scatterplot, in any
distribution, regarding either accuracy or user preference.
Regarding time on task, our results go in the opposite di-
rection: Scatterplot performed significantly better than Line.
This discrepancy suggests that additional studies need to be
conducted to further explore these charts.

In contrast to G3, in our study Histograms and Boxplots
were more effective than Scatterplots, although Scatterplots
were more effective (p = 4.19¢%) and were rated higher



(p = 0.004) than Bubble charts, regardless of the distribution.
There was no significant difference on time on task between
Scatterplots and the other charts for this task.

Despite G4, in our study, Line charts were highly effective
for all the tasks in which they were tested (DR, FC, FE,
MC, RV) with the clear distribution. Moreover, our pairwise
comparison of effectiveness shows that Line is significantly
better than many other charts type for Find extremum and
Make comparisons, regardless the distribution. Regarding user
preferences, Line received significant higher rating in several
cases, for example, compared to Scatterplot (p = 0.045),
Stacked area (p = 0.02), and Stacked bar (p = 0.04), for
Retrieve value, regardless the distribution. Our study showed
no significant difference in time on task involving Line charts.

Guidelines G1 and G5 lie outside the scope of our work,
because we did not investigate the Finding clusters task, nor
did we use Tables or Pie charts for Finding correlation.

VI. THREATS TO VALIDITY

In this section we discuss some of the threats to the validity
of our study and the actions taken to mitigate them. The data
used in each chart may not have characterized the distributions
as desired. To mitigate this threat, we used the same set of data
with minor manipulations for the clear distribution, and with
disturbances previously investigated in [49] to generate the
confusing distributions. As the instrument of the study was
an online questionnaire, we cannot guarantee that there was
no guessing. To mitigate this threat, we measured the time on
task and compared the answers within and across participants.

The chart elements and design choices may have influenced
the results. To mitigate this threat, we adopted best practices
from the literature when designing the charts. There was one
exception: in the Bubble chart, for the confusing case, the
variable to be analyzed was mapped onto the bubble size,
which may have contributed to reducing the effectiveness of
the chart even more.

For Stacked Bars and Stacked Areas, when the analysis
variable was higher on the stack, away from the X-axis,
performance decreased significantly when comparing it with
mappings of the same variable next to the axis. The difference
in the stack order of the target data should have been the same
in both distributions, to eliminate a potentially confounding
variable.

Following good chart design practices, however, led us to
make a mistake: we added data labels to the Pie charts, but
this prevented us from gathering data about its effectivness and
efficiency as a chart, for participants needed only to read the
values, without considering the graphical representation per se.
We then decided to discard the results regarding Pie charts, so
as not to distort the analysis and reach invalid conclusions.

VII. CONCLUSION

We conducted an empirical study to assess the effectiveness
(accuracy), efficiency (time on task) and user preference
(rating) to identify which types of visualization better support
certain visualization tasks. We used seven different tasks,

ten chart types, and two variations of a data set (clear and
confusing distributions). We set out to verify whether and how
data distribution affects participants’ answers for each <task,
chart type, distribution>. Comparing the results of the two
types of distribution, we verified that there is a significant
difference in effectiveness in all cases except one: Scatterplot
for Finding anomalies which, although it had a good result
with the clear distribution, the difference was not significant.
For Finding extremum, although Area and Line charts had
significantly different effectiveness across distributions, in both
cases their effectiveness was deemed good (> 60%).

With this study, we were able to identify some charts
that perform better according to the task, regardless of the
distribution. Our results show Area charts and Scatterplots are
good to Find correlations, but people prefer Area charts over
Scatterplots for this task. For Make comparisons, Bar was the
most effective chart.

We also identified that the Bubble chart is not recommended
for Retrieve value when the analysis variable is mapped onto
the size of the bubble. Likewise, Stacked area is not recom-
mended for Make comparisons when the analysis category is
not close to the axis. Moreover, participants could not Find
extremum using Scatterplots with non-proportional axes.

Most results pointed to a significant difference between
effectiveness, confidence, and rating across distribution (clear
vs. confusing). This calls for further comprehensive studies, as
well as combining different disturbances in each pair <task,
chart>, to derive more fine-grained recommendations. As an
extension of this work, for each task and visualization with
good performance for clear datasets, we are evaluating possible
solutions for handling confusing distributions, aiming at high
effectiveness, confidence, and rating.
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